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ABSTRACT

The significant results of a joint research effort investigating the fundamental fluid dynamic
mechanisms and interactions within high-speed separated flows are presented in detail. The results
have been obtained through primary emphasis on experimental investigations of missile and
projectile base flow-related configurations. The objectives of the research program focus on
understanding the component mechanisms and interactions which establish and maintain high-
speed separated flow regions.

The experimental efforts have considered the development and use of state-of-the-art laser
Doppler velocimeter (LDV) and particle image velocimeter (PIV) systems for experiments with
axisymmetric and planar, two-dimensional models in subsonic and supersonic flows. The LDV
experiments have yielded high quality, well documented mean and turbulence velocity data for a
variety of high-speed separated flows including the near-wake region behind a cylindrical
afterbody in supersonic flow. The PIV experiments have studied the effect of a base cavity in a
two-dimensional, subsonic base flow and the mechanism of drag reduction for this configuration.
Another experimental study has considered the interaction occurring when a supersonic stream is
separated by means of a second stream impinging the first at an angle (plume-induced separation).
The results of these various studies have been carefully documented in a series of journal articles,

conference proceedings papers, and theses. The full text of the papers and thesis abstracts are

included as appendices of this report.
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I. INTRODUCTION

A. PROBLEM STATEMENT

This report describes an ongoing research effort funded by the U.S. Army Research Office

to investigate the fundamental fluid dynamic mechanisms and interactions within high-speed
separated flows with particular attention paid to the projectile and missile base flow problem. The
overall effort has concentrated on detailed experimental investigations aimed at gaining a more
insightful understanding of the fundamental fluid dynamic mechanisms existing in the near-wake
flowfield. The investigations of separated flow problems have been focused on missile and
projectile afterbody and base flows and on the interactions between the base and body flows.

Professors J. C. Dutton and A. L. Addy and their graduate students at the University of
Hlinois at Urbana—Champaign have conducted this series of experiments on two—dimensional and
axisymmetric base flow configurations utilizing a number of diagnostic techniques. These include:
schlieren and shadowgraph photography, surface streakline visualization, mean and fluctuating
pressure measurements, two-component laser Doppler velocimeter (LDV) measurements, and
particle image velocimeter (PIV) measurements. This information concerning the mean and
fluctuating characteristics of the flowfields in and around the embedded separated flow regions
have been used to charactcerize base flows at both subsonic and supersonic speeds.

The purpose of this final technical report is to collect and present, in their entirety or by
summary and reference, the research findings for the near-wake base flow problem and related
problems that have been investigated under the research sponsorship of the U.S. Army Research
Office through Grant Number DAAL03-90-G-0021. The Technical Monitor for this research has
been Dr. Thomas L. Doligalski, Chief, Fluid Dynamics Branch, Engineering and Environmental
Sciences Division. The authors of this report and their graduate student researchers are deeply
indebted to Dr. Doligalski for his support and technical comments and suggestions during the

course of these studies. The research group is also indebted to Dr. Robert E. Singleton, Director,




Engineering and Environmental Sciences Division, for his long-term interest and support of this
research program.

In all cases, where the experimental efforts have yielded significant or new results, the
information has been presented at professional meetings and/or published in the archival literature
by the individual researchers. This final report highlights this work and includes copies of the
appropriate publications for completeness. In the case of master's and doctoral degree theses,
which are generally quite long and detailed, 2 summary of the theses is provided and the
appropriate reference to the full document is given. In most cases, the conference and/or archivai
publications are based upon the detailed work reported in these theses.

B. FINAL TECHNICAL REPORT ORGANIZATION

The overall organization of this report details the major accomplishments of the research
group during the three-year period of ARO sponsorship. Each research investigation is described
in brief detail and the associated published literature is included in an appendix. The inclusion of a
copy of the published literature is intended to ease the burden on the reader for obtaining
symposium proceedings and other publications which tend to be difficult to obtain.

The relatively brief "text" of this final technical report has been outlined and organized to
provide quick reference to a particular topic of interest. Most of the research results have been
made available through organized meetings and publications of the American Institute of
Aeronautics and Astronautics (ALAA). In those instances when a detailed paper is available, only a
brief description s given and the reader is referred to the appropriate appendix for further details.

After the summary of research results, the next two sections of the report provide lists of
several administrative quantities related to the current research grant. These include the journal
articles published, conference proceedings papers, graduate student theses, faculty and graduate
student participants, and advanced degrees eamned.

Once the research topics and administrative matters have been discussed and listed, the
continuing and future research activities of the group are described. The strong commitment of this

research group towards developing an understanding of the base flow problem is evidenced by the




multi-year development and assembly of advanced experimental equipment that will provide well-
documented data for the ongoing analytical and computational work of other researchers.
Although this final technical report ;ummarizes our curreut three-year effort, our research group is
continuing to investigate th- “ase flow problem and anticipates further significant contributions to
the understanding of the fundamental mechanisms and interactions within high-speed separated

flows. These ongoing and future research activities are described briefly in the last section of the

report.




II. SUMMARY OF RESULTS

This section summarizes the results of the ongoing research program concerned with fluid
dynamic mechanisms and interactions occurring in high-speed separated flows. In each section
below, the most important results are abstracted from the journal articles, conference proceedings
papers, and graduate student theses that have been completed under the support of this research
grant.

A.1 EFFECTS OF A BASE CAVITY ON SUBSONIC NEAR-WAKE FLOW

An experimental investigation has been conducted to study the effects of a base cavity on
the near-wake flowfield of a slender, two-dimensional body in the subsonic speed range. Three
base configurations were investigated and compared: a blunt base, a shallow rectangular cavity
base of depth equal to one-half the base height, and a deep rectangular cavity base of depth equal to
one base height. Each configuration was studied at three freestream Mach numbers ranging from
the low to high subsonic range. Schlieren photographs revealed that the basic qualitative structure
of the vortex street was unmodified by the presence of a base cavity. However, the vortex street
was weakened by the base cavity apparently due to the enhanced fluid mixing occurring at the
entrance of the cavity. The weaker vortex street yielded higher pressures in the near wake for the
cavity bases, increases in the base pressure coefficients on the order of 10-14%, and increases in
the shedding frequencies on the order of 4-6% relative to the blunt-based configuration. The
majority of the observed changes occurred in going from the blunt base to the shallow cavity base.

The complete text of this paper may be found in Appendix A.1.

A.2 TWO-STREAM, SUPERSONIC, WAKE FLOWFIELD BEHIND A THICK
BASE, PART I: GENERAL FEATURES

An experimental investigation of the complex interaction region generated by the separation
of two supersonic streams past a finite-thickness base has been conducted in a two-dimensional
wind tunnel. The data were obtained using schlieren photography, pressure measurements, and
two-component laser Doppler velocimeter measurements. The shear-layer mixing regions are

characterized by initially constant-pressure mixing, by an evolution of velocity profiles from
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truncated beuandary-layer shapes to wakelike profiles farther downstream, and by relatively high
levels of turbulence. The separated flow region is characterized by large reverse flow velocities
and strong interactions with the low-velocity regions of both shear layers. Turbulence intensities
and kinematic Reynolds stresses are strongly affected by the separation process at the base and
increase greatly in the latter portions of the two shear layers and in the recompression region.
Recovery of the mean velocity field in the redeveloping wake occurs quickly, while the turbulence
field remains perturbed to the furthest streamwise location investigated.

The complete text of this paper may be found in Appendix A.2.

A.3 APPLICATION OF PARTICLE IMAGE VELOCIMETRY IN HIGH-SPEED
SEPARATED FLOWS

A particle image velocimetry (PIV) system has been developed for use in high-speed
separated air flows. The complete system was developed to improve the spatial resolution and
accuracy of the PIV technique as applied in high-speed compressible flows and is the first to
incorporate both birefringent image shifting and submicron seed particles for analysis of separated
flowfields. The system has been proven in preliminary experiments using a simple low-speed
round jet flow and has been validated for accuracy with both known displacement simulated PIV
photographs and with uniform flow experiments at Mach 0.5 (170 m/s) for comparison with
pressure and laser Doppler velocimeter data. PIV data have also been obtained in the separated
wake region behind a two-dimensional base model in a Mach 0.4 freestream flow (135-220 m/s)
with resolution of velocity in 1.0-mm? regions, revealing features of the von Kdrman vortex street
wake and underlying small-scale turbulence.

The complete text of this paper may be found in Appendix A.3.

A.4 AN INVESTIGATION OF LDV VELOCITY BIAS CORRECTION
TECHNIQUES FOR HIGH-SPEED SEPARATED FLOWS

An experimental study of the effects of velocity bias in single realization laser Doppler
velocimetry measurements in a high-speed, separated flow environment is reported. The objective
of the study is to determine a post-facto correction method which reduces velocity bias after

individual realization data have been obtained. Data are presented for five velocity bias correction




schemes: inverse velocity magnitude weighting, interarrival time weighting, sample and hold
weighting, residence time weighting, and the velocity-data rate correlation method. These data
were compared to a reference measurement (saturable detector sampling scheme); the results show
that the interarrival time weighting method compares favorably with the refernce measurement
under the present conditions.

The complete text of this paper may be found in Appendix A 4.

A.5 SUPERSONIC BASE FLOW EXPERIMENTS IN THE NEAR-WAKE OF A
CYLINDRICAL AFTERBODY

The near-wake of a circular cylinder aligned with a uniform Mach 2.5 flow has been
experimentally investigated in a wind tunnel designed solely for this purpose. Mean static pressure
measurements were used to assess the radial dependence of the base pressure and the mean
pressure field approaching separation. In addition, two-component laser Doppler velocimeter
(LDV) measurements were obtained throughout the near-wake including the large separated region
downstream of the base. The primary objective of the research was to gain a better understanding
of the complex fluid dynamic processes found in supersonic base flowfields including separation,
shear layer development, reattachrnent along the axis of symmetry, and subsequent development of
the wake. Results indicate relatively large reverse velocities and uniform turbulence intensity levels
in the separated region. The separated shear layer is characterized by high turbulence levels with a
strong peak in the inner, subsonic region which eventually decays through reattachment as the
wake develops. A global maximum in turbulent kinetic energy and Reynolds shear stress is found
upstream of the reattachment point which is in contrast to data from the reattachment of a
supersonic shear layer onto a solid wall.

The complete text of this paper may be found in Appendix A.S.

A.6 EXPERIMENTAL INVESTIGATION OF AN EMBEDDED SEPARATED
FLOW REGION BETWEEN TWOQO SUPERSONIC STREAMS

The complex interaction region generated by the separation of two supersonic streams past
a finite-thickness base occurs frequently in high-speed flight and is characteristic of the aft-end

flowfield of a powered missile. An experimental investigation was conducted in which a flowfield




of this type was modeled in a two-dimensional wind tunnel. The data was obtained using schlieren
photography, pressure measurements, and two-component laser Doppler velocimeter (LDV)
measurements. The shear layer mixing regions were characterized by initially constant-pressure
mixing, by an evolution of velocity profiles from truncated boundary layer shapes to wake-like
profiles farther downstream, and by relatively high levels of turbulence. The separated flow region
was characterized by large negative velocities and strong interactions with the low-velocity regions
of both shear layers. Turbulence intensities and kinematic Reynolds stresses were increased
greatly in the latter portions of the two shear layers and in the recompression region. Recovery of
the mean velocity field in the redeveloping wake occurred quickly, while the turbulence field
remained perturbed to the furthest streamwise location.
The complete text of this paper may be found in Appendix A.6.

A.7 AN EXPERIMENTAL INVESTIGATION OF AXISYMMETRIC POWER-
OFF BASE FLOW PHENOMENA

An experimental program has been conducted to study the flowfield behind a blunt-based
body of revolution embedded in a supersonic freestream. The experiments have been conducted in
a newly-designed axisymmetric wind tunnel facility at a nominal approach Mach number of 2.5. A
cylindrical sting aligned with the axis of the wind tunnel provided the physical model for the study.
Qualitative flowfield information was obtained with spark-schlieren photography and surface oil
visualization. Mean wall static pressure measurements were made across the base and along the
sting parallel to the wind tunnel axis. Nineteen pressure taps were concentrated across the base to
properly assess the dependence of local base pressure on radial location. The sting boundary layer
profile and nozzle exit flow uniformity were measured by a one-component laser Doppler
velocimetry (LDV) system. The base pressure measurements indicate only a small dependence on
radial location. Interference waves generated at the junction of the nozzle exit and test section were
found to have a large effect on the base pressure profile at certain operating conditions but could be
eliminated by proper operation of the tunnel.

The complete text of this paper may be found in Appendix A.7.




A.8 DE(S)IGN OF A PARTICLE IMAGE VELOCIMETER FOR HIGH SPEED
FLOWS

A particle image velocimetry (PIV) system has been developed for use as a non-intrusive
laser diagnostic tool to complement laser Doppler velocimetry (LDV) in high speed (transonic and
supersonic) wind tunnel studies. The PIV system is capable of extracting instantaneous two-
dimensi :al velocity maps within a flow by recording double images of seed particles on
photographic film and then examining the local displacement of particle images to determine
velocity vectors. The image acquisition system uses two high power pulsed Nd:YAG lasers
focused into a thin light sheet to illurninate seed particles for recording on either 35 mm or 4" x 5"
format film, with control of seeders, lasers, and the camera shutter performed by a Macintosh II
computer. Interrogation of the double-exposed photographs to extract velocity information is done
on an image processing system based on a 50 MHz Macintosh workstation, a HeNe laser for
illumination, automated positioners to handle the film, and a CCD array camera. The design of the
acquisition system, including special considerations for PIV in high speed flows, is discussed.
The theory and design of the interrogation system are also described. Finally, results from the
cases used to validate and demonstrate the PIV system are presented.

The complete text of this paper may be found in Appendix A.8.

A.9 DEVELOPMENT AND APPLICATION OF A PARTICLE IMAGE
VELOCIMETER FOR HIGH SPEED FLOWS

A particle image velocimetry (PIV) system has been developed for use in high-speed
separated air flows. The image acquisition system uses two 550 mJ/pulse Nd:YAG lasers and is
fully controlied by a host Macintosh computer. The interrogation system is also Macintosh-based
and performs interrogations at approximately 2.3 sec/spot and 4.0 sec/spot when using the
Young's fringe and autocorrelation methods, respectively. The system has been proven in
preliminary experiments using known-displacement simulated PIV photographs and a simple
axisymmetric jet flow. Further results have been obtained in a transonic wind tunnel operating at
Mach 0.4 to 0.5 (135 m/s to 170 m/s). PIV experiments were done with an empty test section to

provide uniform flow data for comparison with pressure and LDV data, then with a two-




dimensional base model, revealing features of the von Kdrmé4n vortex street wake and underlying
small scale turbulence.

The complete text of this paper may be found in Appendix A.9.

A.10 A PLUME-INDUCED BOUNDARY LAYER SEPARATION EXPERIMENT

The current paper describes an experimental investigation of a plume-induced boundary
layer separation (PIBLS) flowfield produced by the interaction between two nonparallel,
supersonic streams in the presence of a finite thickness base. The purpose of the study is to gain a
better understanding of the extent to which the fluid dynamic mechanisms and interactions present
in the PIBLS flowfield influence the turbulence properties of the flow. A two-stream, supersonic
wind tunnel, incorporating a two-dimensional planar geometry and operating in the blowdown
mode, was specifically designed to produce a PIBLS flowfield. Preliminary experiments have
demonstrated that the wind tunnel is capable of producing a wide range of PIBLS flowfields by
simply regulating the stagnation pressure of the lower stream (jet flow) relative to the upper stream
(freestream flow). One PIBLS flowfield has been chosen in which to conduct a detailed set of
measurements. This flowfield has its separation point located about 6 § o upstream of the base
corner. A detailed study of this PIBLS flowfield is underway using schlieren photography and
shadowgraph pictures, surface streakline visualization, surface static pressure measurements, and
two-component, coincident LDV measurements.

Unfortunately, the separation shock wave associated with the PIBLS flowfields is
unsteady. The streamwise extent of the unsteadiness was estimated from schlieren observation to
be on the order of several boundary layer thicknesses. This unsteadiness poses a problem when
making LDV measurements because it is impossible to distinguish between velocity fluctuations
caused by the turbulent eddies and velocity fluctuations caused by the gross movement of the
separated region. Fortunately, this problem is not insurmountable. A conditional sampling
technique for acquiring and analyzing the LDV data is currently under development using surface
static pressure measurements taken from fast-response pressrre transducers as a means of tracking

the separation shock wave motion. This technique effectively reduces the length scale of the
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unsteadiness by eliminating from the data analysis any LDV measurements that are recorded when
the shock wave is outside the region confined between the two pressure transducers.
The complete text of this paper may be found in Appendix A.10.

A.11 STUDY OF THE NEAR-WAKE STRUCTURE OF A SUBSONIC BASE
CAVITY FLOWFIELD USING PIV

A new particle image velocimetry (PIV) system has been used to study the near-wake
structure of a two-dimensional base in subsonic flow in order to determine the fluid dynamic
mechanisms of observed base drag reduction in the pncscnce of a base cavity. Experiments were
done over a range of freestream Mach numbers up to 0.8, including local flowfield velocities over
300 m/s. Effects of the base cavity on the von Kdrmdn vortex street wake were found to be related
to the expansion and diffusion of vortices near the cavity, although the effects are of small
magnitude and no significant change in the vortex formation location or path was observed. The
base cavity effects are also less significant at higher freestream velocities due to the formation of
vortices further downstream from the base. The base cavity drag reduction was found to be mainly
due to the displacement of the base surface to a location upstream of the low-pressure wake
vortices, with only a slight modification in the vortex street itself.

The complete text of this paper may be found in Appendix A.11.

A.12 AN EXPERIMENTAL INVESTIGATION OF THE SUPERSONIC
AXISYMMETRIC BASE FLOW BEHIND A CYLINDRICAL AFTERBODY

An experimental investigation p:s.been conducted to study the flowfield behind a blunt-
based circular cylinder aligned with a supersonic {reestream. The experiments have been
conducted in a newly designed axisymmetric wind tunnel facility at a nominal approach Mach
number of 2.5. A cylindrical sting aligned with the axis of the wind tunnel provided the physical
support for the bases and afterbodies. Qualitative flowfield information was obtained with spark-
schlieren photography and surface oil visualization. Mean wall static pressure ineasurements were
made across the base and along the sting parallel to the wind tunnel axis. A two-component laser
Doppler velocimeter (LDV) system was used to document the mean and turbulent velocity fields

near the shear layer reattachment point. In addition, the nozzle approach flowfield including the
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sting boundary layer profile was measured with a one-component LDV configuration. The base
pressure measurements indicated only a small dependence on radial location with an average base
pressure coefficient of -0.102. Interference waves generated at the junction of the nozzle exit and
test section were found to have a large effect on the base pressure profile at certain operating
conditions but could be eliminated by proper operation of the tunnel. The shear layer reattachment
point was found to lie 1.4 base diameters downstream of the base plane. The entire region
surrounding the reattachment point was characterized by large turbulence intensities and steep
radial velocity gradients.
The complete manuscript of this thesis is available from the authors of this report.

A.13 DESIGN AND VALIDATION OF AN INTERROGATION SYSTEM FOR
PARTICLE IMAGE VELOCIMETRY

A particle image velocimetry (PIV) system has been developed for use as a non-intrusive
laser diagnostic tool to complement laser Doppler velocimetry (LDV) in high speed (transonic and
supersonic) wind tunnel studies. The PIV system is capable of extracting instantaneous two-
dimensional velocity maps within a flow by recording double images of seed particles on
photographic film and then examining the local displacement of particle images to determine
velocity vectors. The image acquisition system uses two high power pulsed Nd:YAG lasers
focused into a thin light sheet to illuminate seed particles for recording on either 35 mm or 4" x 5"
format film, with control of seeders, lasers, and the camera shutter performed by a Macintosh 11
computer. Interrogation of the double-exposed photographs to extract velocity information is done
on an image processing system based on a 50 MHz Macintosh workstation, a HeNe laser film
illumination source, automated positioners to handle the film, and a CCD array camera. The
design of the acquisition system, including special considerations for PIV in high speed flows, is
discussed. The theory and design of the interrogation system is described in detail. Finally,
results from the cases used to validate and demonstrate the PIV system are presented.

The complete manuscript of this thesis is available from the authors of this report.
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A.14 DEVELOPMENT AND APPLICATION OF PARTICLE IMAGE
VELOCIMETRY IN HIGH-SPEED SEPARATED FLOW: TWO-
DIMENSIONAL BASE CAVITIES

A new particle image velocimetry (PIV) system has been developed to obtain two-
dimensional instantaneous velocity data over a planar region in high-speed separated flows for the
quantitative analysis of turbulent and unsteady flow structures. This PIV system is the first of its
type to incorporate sub-micron seed particles and birefringent image shifting for the resolution of
flow velocity in separated regions. The system was also developed with improved in-plane spatial
resolution over previous high-speed flow PIV applications by using a 1.0 mm? interrogation
region (in flowfield dimensions) for each independent velocity measurement. The system has been
proven in preliminary experiments using a simple low-speed round jet flow and has been validated
for accuracy with both known-displacement simulated PIV photographs and uniform flow
experiments at Mach 0.5 (170 m/s) for comparison to pressure and laser Doppler velocimeter
(LDV) data.

The PIV system was also used in a study of the near-wake structure of a two-dimensional
base in subsonic flow. This application was chosen in order to determine the fluid dynamic
mechanism of the observed base drag reduction in the presence of a base cavity. Experiments were
done over a range of freestream Mach numbers up to 0.8, includirg local flowfield velocities up to
300 m/s. Effects of the base cavity on the von Kdrmén vortex street wake were found to be related
to the expansion and diffusion of vortices near the cavity, although the effects are of small
magnitude and no significant change of the vortex formation location or path was observed. The
base cavity effects are also less significant at higher freestream velocities due to the formation of
vortices further downstream from the base. The base cavity drag reduction was found to be mainly
due to the displacement of the base surface to a location upstream of the low-pressure wake

vortices, with only a slight modification in the vortex street itself.

The complete manuscript of this thesis is available from the authors of this report.

12




A.15 AN EXPERIMENTAL INVESTIGATION OF SUPERSONIC
AXISYMMETRIC BASE FLOWS INCLUDING THE EFFECTS OF
AFTERBODY BOATTAILING
An experimental investigation of the near-wake flowfield downstream of blunt-based

axisymmetric bodies in supersonic flow has been conducted. Using a blowdown-type wind tunnel
designed specifically for this purpose, experiments were conducted at a nominal approach Mach
number of 2.5 and a unit Reynolds number of 51 (105) per meter. Two different axisymmetric
afterbodies were examined in the study: a circular cylinder was used as a baseline configuration,
and a conical boattailed afterbody with a boattail angle of five degrees and a boattail length of one
afterbody radius was used to investigate the effects of afterbody boattailing on the fluid dynamic
processes in the near-wake. Neither afterbody contained a central jet so that the base flowfield in
unpowered, supersonic flight was simulated. The primary objective of the research program was
to enhance the understanding of the fluid dynamic processes inherent to axisymmetric base flows
by obtaining and analyzing detailed, non-intrusive experimental data including flow visualization
photographs, static pressure measurements, and mean velocity and turbulence data throughout the
near-wake. Of special significance in the current research is the detailed turbulence information
obtained with laser Doppler velocimetry (LDV) since these data are virtually nonexistent in
supersonic base flows and provide new insight into the physics of these complex flows. In
addition, the present data form a substantial data base which can be used to advance and improve
theoretical and numerical base flow modeling techniques.

The static pressure measurements on the base and afterbody of each model indicate a
relatively constant pressure across the base with the additicn of the boattail resulting in a decrease
in the base drag coefficient of 16% from the baseline cylindrical afterbody. The net afterbody drag
coefficient (boattail + base contributions) was reduced by 21% which shows the usefulness of
afterbody boattailing as a practical method to reduce afterbody drag in supersonic, axisymmetric
flow. The mean velocity and turbulence fields in the near-wake of each afterbody were
investigated with LDV. In general, the near-wake flowfield can be characterized by large

turbulence levels in the separated shear layer, relatively large reverse velocities in the recirculation
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region, and gradual recompression/realignment processes as the shear layer converges on the axis
of symmetry. The shear layer development was found to be dependent on the conditions
immediately downstream of the base corner separation point (upstream history effect).
Furthermore, the centered expansion at the base comer reduced the turbulence levels in the outer
region of the shear layer relative to the approach boundary layer but enhanced the mixing and
entrainment along the fluid-fluid interface between the shear layer and the recirculating region
which results in large turbulence levels along the inner edge of the shear layer. The shear layer
growth rate is initially large due to substantial mass entrainment from the recirculation region near
the inner edge, but further downstream, a self-similar state is reached where growth rates are
significantly reduced. In general, the effects of afterbody boattailing on the near-wake flowfield
include a weaker expansion at the base corner separation point (less distortion of the shear layer
and reduced turbulence production aear the inner edge), reduced turbulence intensity and Reynolds
shear stress levels throughout the near-wake (reduced mass entrainment along the length of the
shear layer resulting in a higher base pressure), and a mean velocity field which is qualitatively

similar to that of the cylindrical afterbody.

The complete manuscript of this thesis is available from the authors of this report.
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V. CONTINUING AND FUTURE RESEARCH ACTIVITIES

As a result of continued funding by the U.S. Army Research Office, the investigation
reported on herein will be continued for an additional three-year period. Future studies will build
on our experience over the last several years of experimentally investigating several fundamental
high-speed separated flow configurations that have particular relevance to projectile and missile
base flows. As discussed in this report, flowfields studied in the past include the near-wake region
of a cylindrical afterbody, plume-induced boundary layer separation, and near-wake flowfield
modifications due to the presence of a base cavity. The previous measurements included
conventional schlieren and shadowgraph photography, surface streakline visualization, mean and
fluctuating static pressure measurements, with major emphasis on two-component, coincident laser
Doppler velocimetry (LDV) and particle image velocimetry (PIV) measurements. In addition to
pointwise measurements, the ongoing work will emphasize the further development and
implementation of planar diagnostic techniques, such as Mie scattering light sheet visualization and
PIV, in order to address such questions as the existence and role of large-scale turbulent structures
in these flows, mechanisms of entrainment, mixing, reattachment, and redevelopment, the
instantaneous structure of these flowfields, etc. Brief descriptions of the specific experimental
studies to be conducted in the ongoing research program are given below.

The continuing experimental research effort consists of three interrelated projects whose
overall goal is to quantify and better understand the complex features and interactions that occur in
separated high-speed flows. The results of these studies will be of substantial benefit to the U.S.
Army in a number of applications, most directly for improved prediction and design of the flight
characteristics of projectiles and missiles through a better understanding of the features of the
separated base flow region of these devices.

In the first project, two commonly used drag reduction techniques for supersonic
axisymmetric base flows will be investigated, boattailing and base bleed. Detailed mean and

turbulent velocity measurements will be obtained in the near-wake regions for each case using laser
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Doppler velocimetry. Emphasis will be placed on determining the statistical description of the
initial shear layer formation process at separation, the growth and development of the shear layer,
the flow patterns occurring in the separated region, the recompression/reattachment phenomena
near the rear stagnation point, and the redevelopment of the trailing wake. The effects of
boattailing and base bleed on these processes will also be examined by comparison to data for a
blunt base cylindrical afterbody that are currently being obtained.

The objective of the second project is to augment the pointwise statistical description of the
velocity field ebtained from LDV with temporally and spatially resolved planar visualization and
measurement studies. The techniques to be used are planar laser sheet visualization (Mie
scattering) and particle image velocimetry. The experiments will be conducted in the near-wake of
a cylindrical afterbody in supersonic flow both with and without base bleed. The purpose of these
experiments is to visualize and quantify the time-resolved planar structure of supersonic base
flows, in particular the existence, dominance, and evolution of large scale turbulent structures in
these flows. Study of these structures is of importance because of their influence in determining
entrainment and mixing phenomena in shear layers, jets, and wakes.

The third project is focused on the study of plume-induced boundary layer separation,
whereby separation of one supersonic stream is caused by impinging it at an angle with a second,
such as occurs in powered missile applications. The emphasis in this investigation will also be on
using planar measurement methods, Mie scattering and PIV, to determine the instantaneous planar
structure of this interaction and the importance and evolution of large scale turbulent structures in
it. Major differences between this flow and supersonic flow over a cylindrical afterbody are that
the separation occurs under adverse pressure gradient conditions and that it is unsteady. Thus,
emphasis will be placed on comparing the turbulence structure between the two cases. In addition,
the planar images will be examined for determination of possible causes of the unsteadiness of the
plume-induced separation process.

During the first year of the program, LDV measurements for the boattail model will be

obtained, ongoing conditionally analyzed LDV measurements of the plume-induced separation
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interaction will be completed, several facilities and instrumentation modifications and developments
will be carried out, and Mie scattering studies of the cylindrical afterbody and plume-induced
separation experiment will be started. During the second year, several additional facilities upgrades
will be completed, the Mie scattering visualization studies of the cylindrical afterbody, base bleed,
and plume-induced separation experiments will be conducted, and PIV and flow visualization and
pressure measurement studies of the plume-induced separation and base bleed experiments,
respectively, will be obtained. The final year of the program will be devoted to LDV
measurements of the base bleed case, PIV measurements of the cylindrical afterbody case both
with and without base bleed, and further Mie scattering and PIV studies of plume-induced
separation.

By carrying out this integrated series of experimental studies, substantially improved
understanding of high-speed separated base flows will be gained, so that they can be better

predicted, controlled, and perhaps even optimized in applications of importance to the U.S. Army

and others.
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Effects of a Base Cavity on Subsonic Near-Wake Flow

R. W. Kruiswyk® and J. C. Duttont
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An experimental investigation kas bees conducted to sty the effects of 2 base cavity ea the acar-wake fiowfield
of & slender, two-dimensional body ia the subsonic speed range. Three base configurations were investigated and
compared: a blunt base, a shallow rectangular cavity base of depth equal to onc-half the base beight, and a deep
rectangular cavity base of depth equal to cee base beight. Each configuration was studied at three freestream Mach
ommbers ranging from the low to high sabsonic range. Schlieres photographs revesled that the basic qualitative
structurs. of the vortex street was wamodified by the presesce of a base cavity. However, the vortex street was
weakened by the base cavity sppareatly due to the enhanced fiuid mixing occwsring at the emtrance of the cavity.
The weaker vortex street yielded higher pressures in the near wake for the cavity bases, increases in the base
pressure coeficients on the order of 10-14%, and increases in the shedding frequencies on the order of 4-6%
relative to the blunt-based configuration. The majority of the observed changes occmrred in going from the blumt

base to the shallow cavity base.

Nomenclature
C,  =coefficient of pressure, =(P ~ Prer)/(1/20,erU%s)
4 = cavity depth
f = frequency
h = base height
M = Mach number
P = pressure
Re = Reynolds number, =p, . Uech /et
St = Strouhal number, =fh/U
U = freestream velocity
X = streamwise coordinate measured from the trailing
edge plane
u = absolute viscosity
) = density
Subscripts
base = base location
ref = reference location
0 = freestream conditions

Introduction

HE near wake of a two-dimensional bi:f sody at sub-

sonic Mach numbers and sufficiently high keynolds num-
bers (greater than 50 based on freestream conditions and
body thickness) is dominated by the periodic and alternate
shedding of vortices known as the von Karman vortex street.
When these vortices form near the leeward side or base of the
body. the low pressure of the vortex centers is communicated
to the base producing a low-base pressure. This combines
with the momentum loss associated with the concentrations of
vorticity to yield an especially high-base drag. The von Kar-
man vortex street occurs frequently in engineering applica-
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tions and has even been observed behind such slender bodies
as turbine blades of just 3% thickness ratio.' Because the base
drag (often the dominant drag component) of both bluff and
slender two-dimensional bodies is affected by the strength and
proximity of the vortex street, any attempts at base drag
reduction must be aimed at weakening the vortex shedding or
at displacing the vortex formation position further down-
stream.

The present investigation focuses on the use of a base cavity
as a drag reducing mechanism and on the effect of such a
cavity on the near-wake flowfield of a two-dimensional slen-
der body in the subsonic speed range (sce Fig. 1). The base
cavity has proven effective in reducing drag in several past
investigations. However, the precise mechanism of this drag
reduction is still unknown. Therefore. the present study is
aimed at investigating the interaction between the cavity and
the separated flow and the effect of this interaction on the
fluid dynamic mechanisms in the near wake. The specific
objectives of the investigation are to explain the drag reducing
effect of the base cavity, to improve understanding of the
phenomena of vortex formation and shedding, and to resolve
some of the conflicts that have arisen between the numerical
and experimental work on base cavities to date.

Experimental investigations of the base cavity have been
conducted by Nash et al.,? Pollock,’ and Clements* among
others. They have studied cavity depths of from zero to two
base heights on slender, two-dimensional bodies. Generally,
they have found base drag reductions of 15-20% in the
subsonic speed range and no effect into the supersonic speed
range. The lack of any effect at supersonic speeds is evidence
that the cavity acts on the vortex street since vortex shedding
ceases at Mach numbers just beyond !.0. Clements investi-

gated cavities of various depths and reported base pressure’

increases for increasing cavity depths up to 1/2 base height,
beyond which no further increases in base pressure were
observed. Clements also measured a rise in the Strouhal
number (i.c., vortex shedding frequency) for increasing cavity
depth up to 1/2 base height. Although Nash et al. hypothe-
sized that the walls of the cavity may constrain the upstream
part of the vortices and thus improve wake stability, their
schlieren photographs did not appear to show any vortex
motion extending into the base cavity.

Two important computational efforts on the effects of base
cavities have been carried out by Clements* and Rudy.®
Clements employed an inviscid discrete vortex method,
whereas Rudy used an explicit, Navier-Stokes, finite-differ-

188S




1886 R. W. KRUISWYK AND J. C. DUTTON

Flow

\’ 1.524

Fig. 1 Schematic of mode] (dimensions in mm).

ence scheme at freestream Mach numbers of 0.4 and 0.6 with
laminar Reynolds numbers (based on freestream conditions
and the base height) of 700 and 962, respectively. Both
investigators studied the effects of a rectangular cavity in the
base of a slender, two-dimensional body at subsonic speeds.
Clements and Rudy both found that the vortices penetrate
partially into the cavity for at least a portion of the shedding
cycle. Rudy reported that the pressure ri.cs in the low-velocity
region between the first vortex and the back of the cavity
yielding a higher base pressure for the cavity base as com-
pared to the blunt base. Because of this result, Rudy hypoth-
esized that the drag reducing effect of the base cavity is
similar to that of splitter plates and base bleed,’"!! i.e., it is
due to the increased distance between the base of the body
and the vortex formation location. Interestingly, both
Clements and Rudy computed a continuous decrease in the
Strouhal number with increasing cavity depth in direct con-
trast to the experimental results of Clements. Rudy attributed
the decrease in shedding frequency to the increase in interac-
tion between the vortices in the presence of a cavity.

Experimental Setup

Wind-Tunnel Facilities and Model

A previously fabricated two-dimensional transonic wind
tunnel was used in this investigation. This tunnel has a
101.6 mm x 101.6 mm test section and was built based on a
NASA design by Littie and Cubbage.’” The sidewalls of the
tunnel are solid, whereas the upper and lower walls are slotted
to relieve the blockage effect of the model and to allow
experimentation through the transonic speed range. A pair of
round windows may be mounted in the sidewalls to allow
visualization of the flow over the aft end of the model and in
the near wake. Solid aluminum inserts may also be used in
place of the windows for the wake static pressure traverses
and shedding frequency measurements described below. The
results of tunnel-empty calibrations at Mach numbers from
the low subsonic through transonic speed ranges demon-
strated that this tunnel produces remarkably uniform flow.

To accomplish the objectives of this study, the two-dimen-
sional model illustrated in Fig. 1 was constructed. The model
has a wedge-shaped forebody, a constant 10% thick after-
body, and three interchangeable base geometries (see Fig. 2):
a blunt base, a shallow rectangular cavity base with depth
equal to one-half the base height, and a deep rectangular
cavity base with depth equal to one base height. This model is
similar to that used in the experiments of Nash et al.2 and is
identical to the computational geometry used by Rudy,’
except that Rudy’s cavity heights were 90% of the base
height, and those of the current experiments were 80% of the
base height to ensure structural rigidity of the extended
portions of the base.
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Fig. 2 Model configurations wnder investigation: a) blumt base; b)
shallow cavity base, depth=1/2 base height; c) deep cavity base,
depth = 1 bese height.

The maximum blockage of the model in the wind tunnel of
this study was 15% (sec Fig. 1), which is a bit high by
transonic tunnel standards. This model size was chosen to be
as small as possible to minimize blockage effects while re-
maining large enough to adequately instrument the base with
pressure taps and so that the flowfield could be adequately
resolved with the available measurement techniques. In addi-
tion, larger than normal interference effects were deemed
acceptable in light of the objectives of this investigation to
study the physical mechanisms of the flowfield and the trends
that the data exhibit with either increasing cavity depth or
increasing Mach number. These mechanisms and trends
should be accurately reflected in the current measurements
even if small errors in the absolute values of the data occur
due to interference effects. Also, the basic structure of the
vortex street, which is of prime importance here, should not
be strongly affected by the blockage of the model. As evi-
dence, El-Sherbiny and Modi'® found that the lateral and
longitudinal spacings of the vortices in the wakes behind
inclined flat plates were independent of blockage ratios up to
20%.

Measurement Techniques

Black and white schlieren photography was used to visual-
ize the structure of the vortex streets behind the model and to
determine to what degree the vortex motions extended into
the cavities. The schlieren system used was a standard Toepler
arrangement with the sending and receiving optics located off
axis in the familiar “z"" pattern and with parabolic mirrors
directing the parallel light beam through the test section. A
straight knife edge in the cut off plane provided exposure and
sensitivity control and was set parallel to the flow direction
(i.e., horizontally) to allow visualization of the separating
shear layers. The light source was a Xenon model 457 flash
Jamp with a flash duration of 1.4 us. Processing of large
numbers of photographs was accomplished via a 35mm
format camera and Kodak Panatomic-X (ASA 32) roll film.

Surface oil flow visualization was utilized to ascertain flow
directions within the cavities and on the model and to exam-
ine the streakline patterns formed on the tunnel sidewalls. A
mixture of lampblack and a 90 weight viscous oil was used for
this purpose. This mixture was either spread evenly on the
surface of interest with a paint brush or applied as discrete
dots of oil to yield highly defined surface streakline patterns.

Tuft visualization was used to further examine the air
motions within the cavities and to complement the results of
the surface flow studies. Short strands of a lightweight white
thread were fixed with small dots of rubber cement to the
trailing edge of the deep cavity, whereas several others were
suspended from the upper cavity wall at depths of 1/3, 1/2,
and 2/3 base heights from the entrance.

Base pressure measurements were made to determine the
effect of cavity depth on base drag. Fifteen static pressure taps
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were distributed across each base so as to reveal any vana-
tions in pressure across the span or height of the base. These
1aps were connected via nylon tubing to a Pressure Systems
Incorporated (PSI) model DPT 6400 electronic pressure scan-
ner. The output from the PSI system was directed to an
HP-9000 minicomputer for data analysis and storage.

Vortex shedding frequency measurements were made to
determine the effect of the cavities on the shedding frequency
and to help resolve the previously mentioned conflict between
numerical and experimental results. The shedding frequencies
were determined from a Fourier analysis of the signal from
fast response pressure transducers. The transducers used were
Endevco model 8506B-15 piezo-resistive pressure transducers,
which have a 2.31 mm face diam and a resonant frequency of
130 kHz. The data from the transducers were collected with a
DEC PDP 11/73 microcomputer using a Data Translation
model DT2752 high-speed, 12 bit, 8 channel, A/D converter.
For each Mach number-base geometry configuration, 50 sets
of 4096 data points were collected at a sampling ratc of
20 kHz yielding a bandwidth of approximately 4.88 Hz. The
time domain pressure data were analog filtered at 80% of the
Nyquist rate (i.e., 8000 Hz) to prevent aliasing and were
transformed into the frequency domain via a fast Fourer
routine utilizing the Hanning window to suppress side-lobe
leakage. The data sets were also averaged in the spectral
domain to filter out low-level white noise.

Static pressure surveys of the wake were performed in order
1o define the position of vortex formation for each of the base
configurations. This method has been employed in previous
investigations by Nash et al.> and Roshko,® who state that the
jocation of a low-pressure trough in the wake behind a body
coincides with the position of vortex formation. Four differ-
ent 3.175mm diam static probes were used with the static
holes ranging in distances from 3.175 to 12.5 mm from the tip
of the probe. Eight exit holes were drilled in the solid sidewall
insert at intervals of 7.62mm (1/2 base height), and in
conjunction with the four probes, these gave up to 32 possible
pressure measurement locations from the base of the body to
a distance of four base heights downstream. Data gathering
and reduction followed the same procedures as described
previously for the base pressure measurements.

Further details concerning the experimental apparatus, in-
strumentation, and measurement and data reduction proce-
dures may be found in Ref. 14.

Experimental Results

Experimental Conditions

The experimental results for the three base geometries
shown in Fig. 2 were obtained at three different Mach num-
bers ranging from the Jow to the high subsonic range to give
a total of nine different experimental conditions (see Table 1).

Rather than try to apply a freestream Mach number correc-
tion to account for the effects of model blockage, a reference
Mach number was specified as measured in the tunnel, i.e.,
without correction factors, that would be most relevant to the
flowfield region of greatest interest, namely the vortex street

Table 1 Experimental conditions

Base type Ref. Mach no. Ref. Reynolds no., x 10°
Blunt base 0.485 1.62
0.720 2.32
0.880 2.78
Shallow cavity 0.485 1.62
0.720 2.32
0.880 2.78
Deep cavity 0.485 1.62
0.720 2.32
0.880 2.78
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and near wake. Thus, the reference Mach number was chosen
10 be that outside the boundary layer over the aft end of the
model just prior to separation. The three values of the refer-
ence Mach number shown in Table 1 were chosen 10 corre-
spond approximately to freestream flows at Mach 0.4, 0.6,
and 0.8. The reference of 0.880 was chosen by matching the
schlieren pl!otograph at that condition to the schlieren of
Nash et al® of a freestream Mach 0.8 flow over the same
model geometry in a much larger tunnel with essenually
interference-free conditions. The reference of 0.720 was cho-
sen via Rudy's’ computations, which indicate that at a
freestream Mach number of 0.6 the Mach number over the aft
end of the body is 0.720. Finally, the reference of 0.485 was
chosen by setting the upstream Mach number in the tunnel to
0.4, as it was known that interference effects would be rela-
tively small at the lower Mach number.

The Reynolds numbers listed in the table are based on
conditions at the reference location and the base height.
Boundary-layer trips (0.25 mm diam hypodermic tubing) were
placed at the 10% chord location to fix the transition points.
Thus, the boundary layers at separation from the base were
turbulent in all cases. The boundary-layer thickness at separa-
tion for each case was estimated to be 1.5 mm from enlarged
schlieren photographs.

2)

b)

Fig. 3 Schlieren photographs of the near-wake flowfield for the biwnt-
base configuration: ) M, = 0.485; b) M, =0.720; ¢) M, = 0.890.
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Schiieren Photographs

Schlieren photography was used to visualize the structure
of the vortices behind the models and to reveal any qualitative
differences that may exist in the near wakes of the flows for
the different base configurations and Mach numbers. Figure
3a depicts the flow over the model fitted with the blunt base
at a reference Mach number of 0.485 (the screw visible in the
photograph was used for focusing purposes and is outside the
tunnel). In this case the vortex shed from the upper surface of
the body has apparently reached the fully formed condition,
whereas the shear layer separating from the lower surface is
just beginning to roll up. It is clear from this figure that the
vortices form right at the base of the body and that in the
fully formed condition, the vortices extend over the majority
of the thickness of the base. Figures 3b and 3c show the
flowfield over the blunt-based model at reference Mach num-
bers of 0.720 and 0.880, respectively. The basic features of the
near-wake flowficld for these cases are similar to the Mach
0.485 flowfield, except that the vortex street becomes more
obscured by turbulence at the higher Mach numbers and at
Mach 0.880 pressure waves generated from the vortex shed-
ding are evident at the base of the model. Comparison of
these schlieren photographs with Rudy’s® computed vorticity
contour plots for a freestream Mach 0.6 flow over the same
blunt-based configuration indicates excellent qualitative
agreement for the near-wake structure, particularly in terms
of the proximity of the vortex formation location to the base.
Some minor differences, such as more rapid diffusion of the
vortices in the experiments, may be attributed to the fact that
the boundary layers at separation are turbulent in the experi-
ments and laminar in the computations.

Figures 4a and 4b are schlieren photographs of the flow
over the model fitted with the shallow cavity base at reference
Mach numbers of 0.485 and 0.720, respectively. The basic
structure of the vortex street appears unchanged in compari-
son to the blunt-based configuration just discussed. By com-
paring schlieren pictures of the flow for the two geometries at
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similar points in the shedding cycle, the spacing of the vortices
and the spread rate of the vortex street in the carly part of the
wake appear virtually identical, as though the base cavity

does not influence the vortex formation and shedding process
at all. However, a closer examination shows that for the
cavity base, the vortices may form shghtly farther down-
stream of the trailing-edge plane; whereas this is impossibie to
confirm from a singie still photograph. This point will be
discussed further in light of other experimental results to be
presented in the sections to foliow. The main difference
between the various Mach number conditions for the shallow
cavity base is again the presence of more turbulence at the
higher Mach numbers resulting in greater diffusion of the
vortices. Comparison of Rudy's® computed vorticity plots
with these schlieren photographs for the shallow cavity base
shows that the experimental and computational results are
not in agreement for this case. The schlieren pictures (includ-
ing many others not shown here) indicate clearly that the
vortices do not extend into the cavity during any portion of
the shedding cycle, whereas Rudy’s computational results (as
well as those of Clements*) indicate that the vortices form at
least partially within the cavity throughout the shedding cycle.
This discrepancy between experiments and computations for
base cavity flows was also reported by Clements. Further
discussion of this point will follow the presentation of the
remainder of the experimental results.

Figures 5a and 5b depict the flow over the model fitted with
the deep cavity base at M, =0.485 and 0.720, respectively.
Again the basic structure of the vortex street wake appears
unchanged in comparison to the wakes of the two base
configurations discussed above. In fact, Figs. 4b and 5b at
M, = 0.720 look virtually identical except for the geometry
of the base itself. For the deep cavity base, as for the shallow
one, it appears that the vortices form slightly further down-
stream of the trailing-edge plane than they did for the blunt-
based configuration. Comparing the schlieren photographs of
Fig. 5 with Rudy’s® constant vorticity lines for the Mach 0.6
computations of the deecp cavity configuration indicate the

Fig. 4 Schlieren photographs of the near-wake flowfield for the shal-
low cavity base configuration: a) M,,, = 0.485; b) M, , =0.720.

RN e e

Fig. 5 Schlieren photographs of the nesr-wake flowfield for the deep
cavity base configuration: 8) M, , = 0.485; b) M, =0.720.
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Fig. 6 Oil streak patterns on sidewall for M,,, = 0.485; a) blunt-base
coafiguration; b) shallow cavity base configuration; c) deep cavity base
configuration.

same discrepancy between the computational and experimen-
tal results noted above: the schlierent photographs show no
vortex motion extending into the cavity whatsoever, whereas
the computations show the vortices extending well into the
cavity throughout the shedding cycle. As mentioned, this
point will be discussed further below.

Surface Oil-Flow Patterns

The surface oil-flow visualization resuits presented here are
intended to answer several important questions regarding the
qualitative nature of the flowfield: first, to ascertain that the
flow in the tunnel is satisfactorily two dimensional; second, to
determine whether any significant fluid motion occurs within
the base cavities; and finally, to help determine if the vortices
form farther downstream from the trailing-edge plane for the
cavity bases in comparison to the blunt-based model, as was
hinted at by the schlieren stills.

The oil-flow patterns across the span of the upper surface
of all three models and for all three reference Mach numbers
indicated that the flow was appropriately two dimensional,
i.e., the streaklines were extremely straight and in the stream-
wise direction with no recirculatory regions even very near the
sidewalls. For the blunt-based model, essentially vertical
streak patterns on the base were formed from a series of oil
dots placed across the span of the base midway between the
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upper and lower trailing edges. Apparently, the mean effect of
the vortices shed from alternate trailings edges was to push
some of the oil to the upper trailing edge and some 10 the
lower trailing edge. The clarity and rapidity with which these
streak patterns formed indicates that the vortices do indeed
form immediately adjacent to the base for the blunt-based
model, as was evident in the schheren photographs of Fig. 3.
To determine the surface flow patterns on the internal
cavity surfaces of the two cavity configurations, oil was
spread on all cavity surfaces, and even as discrete dots very
near the lip of the cavity. However, no streak patierns were
formed on any of these internal cavity surfaces. This indicates
that there is no strong vortex motion extending into the cavity
and that apparently no significant recirculatory motion occurs
in the cavity at all. The specifics of the air motions, if any, in
the cavities will be discussed in some of the results to follow.
Figures 6a—-6c are reproductions of the near-wake oil streak
patterns that were formed on the wind-tunnel sidewalls for
cach base configuration with 2 scale placed so as to indicate
the distance of the oil “vortices™ from the traihng-edge plane.
The reference Mach number for these figures is 0.485, al-
though similar patterns were formed for all three reference
Mach number conditions. These streak patterns simply repre-
sent the time-mean effect of the unsteady vortex street wake
phenomenon as determined at the wnnel sidewall. The centers
of the vortices of oil that formed on the sidewall are consid-
ered to indirectly represent the correct relative position of
vortex formation for the three base configurations. In other
words, while the absolute position of vortex formation rela-
tive to the trailing-edge planc may not be correctly repre-
sented due to the time-averaging and sidewall boundary-layer
effects, the position of vortex formation for one base geome-
try relative to the other bases should be approximately correct
assuming that these effects influence the oil streaks for all
three base configurations approximately equally. These pho-
tographs indicate the center of the sidewall oil vortex to be
about 3/16 in. (4.76 mm or 0.31 base height) from the trailing
edge for the blunt base and about }1/4in. (6.35mm or 0.42
base height) for the two cavity bases, a difference of approxi-
mately 1/16 in. (1.59 mm). Similar results were found at refer-
ence Mach number conditions of 0.720 and 0.880 Therefore,
these photographs suggest the qualitative fact that the vortex
formation position for the cavity bases is further downstream
from the trailing-edge plane relative to that for the blunt-base
configuration. Further support for this argument is presented
in the section discussing the wake static pressure traverses.

Toft Visuslizations

The fact that the surface oil-flow patterns showed no
significant recirculatory flow in the cavity revealed the need
for a more sensitive measurement technique to determine if
any fluid motion occurs in the cavity. To this end the tuft
visualization experiments described carlier were performed
with several lightweight tufts attached to the trailing edge of
the deep cavity, as well as from the upper cavity wall at
several depths from the cavity entrance. The tufts at the
trailing-edge plane were extremely active, rotating rapidly
back and forth in the streamwise direction in a 75 to 80 deg
arc, nearly 45 deg in the downstream direction and roughly 30
to 35deg back upstream into the cavity. Some spanwise
motion was also observed, though to a much lesser extent.
This high degree of activity is not unexpected; since the
vortices form close to the trailing-edge plane even for the deep
cavity; the tufts there are subjected to a rapid periodic pres-
sure variation. For the tufts suspended further back in the
cavity, the motion was similar, but the level of activity
decreased gradually from the trailing edge to the back of the
cavity. These results suggest that the periodic pressure pulses
from the shedding vortices set the air in the cavity into a rapid
vibratory motion but without any strong net flow direction as
would be sensed by the surface oil coatings.
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Wake Static Pressure Traverses

The static pressure traverses of the near-wake region, along
the centerline of the body and away from the tunnel sidewall
boundary layers, were performed to help confirm the appar-
ent observation that the vortices form farther downstream in
the presence of a base cavity. Becausc these measurements
were ume consuming and because the sidewall surface streak-
lines indicated similar trends in the vortex formation location
for all three reference Mach numbers, these measurements
were made at M, =0.485 only.

The streamwise variation of the near-wake static pressure
coefficient C, = (P — P )/(1/2p,U,*) for the three base
geometries is shown in Fig. 7. The plots display the character-
istic features of the vortex street wake as described by Nash et
al.? and Roshko,® namely a low-pressure trough in the near
wake at the vortex formation position followed by a gradual
rise in pressure to an essentially constant value further down-
stream. This figure shows clearly that the location of vortex
formation has indeed been displaced slightly farther down-
stream from the trailing-edge plane in the presence of a base
cavity. In addition, the plots for the shallow cavity base and
the deep cavity base overlap each other quite closely except
for some data scatter between two and four base heights
downstream of the trailing edge. This result agrees with the
sidewall oil-flow visualizations and suggests that increasing
the cavity depth beyond 1/2 base height has no further effect
in pushing the vortex formation position downstream. Exam-
ination of Figs. 6 and 7 also shows that both the sidewall oil
streak patterns and the wake static pressure traverses indicate
a downstream displacement of the vortex formation position
of approximately 1/10 base height for the cavity bases relative
to the blunt base.
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Fig. 7 Near-wake static pressure coefficient at M, = 0.485.
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The results in Fig. 7 may be compared to those in Fig. 8,
which has been adapted from the computational study of
Rudy® for a freestream Mach number of 0.4. The curves in
Fig. 8 have been obtained by averaging the instantancous
pressures at eight different umes in the shedding cycle. Also
note that Rudy's pressure coefficient is based on freestream
conditions, (C,), = (P — P.)/(1/2p, U_?), which is the rea-
son for the discrepancy in the magnitudes of the pressure
coefficients in Figs. 7 and 8. However, it is the location of
vortex formation and the trends with cavity depth that are of
primary interest here. The agreement between the experimen-
tal (Fig. 7) and computational (Fig. 8) results for the vortex
formation location is excellent for the bluni-based configura-
tion but not for the cavity bases where the computations
indicate that the vortex formation position moves upstream.
These results then foliow the same trends seen earlier in
companing the schlieren photographs of the present study to
Rudy’s vorticity plots.

The experimental results in Fig. 7 also reveal that the static
pressure within the cavities remains essentially constant. This
is again in contrast with the computations but confirms the
experimental observations made earlier that there is no signifi-
cant recirculatory motion in the cavities. Note in Fig. 8 that
the computations indicate a rapid rise in pressure from the
trailing-edge plane 1o about midway back in the cavities as a
result of the vortices extending partially into the cavity. A
final observation on the measurements in Fig. 7 is that the
cavity bases cause an increase not only in the base-pressure
coefficient but also in the values of the pressure coefficient in
the near wake within roughly 5/8 base heights of the trailing-
edge plane. This point will be considered further in the
discussion below.

Base Pressure Measurements

As mentioned, 15 static pressure taps were distributed
across the base of each model to determine if any significant
transverse or spanwise base pressure variations were present.
For most of the Mach number-base geometry configurations,
the base pressure distributions were quite uniform, though
there was a tendency for the pressures near the sidewalls to be
slightly higher than at the midpoint (maximum variations
were generally less than 2%). The average of the pressures at
the 15 taps was therefore taken as the base pressure for the
results to be presented here.
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Fig. 9 Base pressure coefficient vs cavity depth and reference Mach
number.

Table 2 Base pressure results

Ref. Mach no. Shallow cavity, % Deep cavity, %
0.485 +14.1 +14.4
0.720 9.8 119

0.880 10.3 115
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Table 3 Vortex sheddiag frequescy resuits

Ref. Mach no.  Base type

Shedding frequency, Hz

Strouhal no.

0.485 Blunt

Shallow
Deep
Blunt
Shallow
Deep
Biunt
Shallow
Deep

0.720

0.880

0.2375
0.2530
0.2517

0.2414
0.2502
0.2511
0.2372
0.2433
0.2438

253%.1
2705.1
2690.4

3730.5
3867.2
3881.8
4379.9

4492.2
45019

The variation of the base pressure coefficient with cavity
depth and reference Mach number is plotted in Fig. 9. The
percentage increases in the base pressure coefficient for the
cawity bases relative to the blunt base are shown in Table 2.
These percentage increases are of the same order as those
found by Rudy for his freestream Mach 0.6 case. Figure 9
!llustrates quite clearly that the majority of the base pressure
increase occurs with a cavity depth equal to 1/2 base height
and that increasing the cavity depth 1o one base height yields
only shghtly greater drag reducing benefits. This was precisely
the conclusion arrived at in the computational results of both
Clements* and Rudy. Note that although the beneficial effects
drop off slightly between reference Mach numbers of 0.485
and 0.720 (see Table 2) there is no significant change between
M =0.720 and 0.880. It would seem, as reported by Nash et
al.? that the base cavity will be effective as long as vortex
shedding is presen:, which means through Mach 1.

Shedding Frequency Measurements

As discussed, the vortex shedding frequencies were deter-
mined through a power spectral density analysis of the signal
from a fast response piezo-resistive pressure transducer. For
all results presented herein, the transducer was located in the
tunnel sidewall and downstream of one of the trailing edges.
It is realized that the frequency measurements obtained at this
location could possibly be distorted by the presence of the
sidewall boundary layer. However, comparison of measure-
ments obtained for the blunt-based geometry with the trans-
ducer located in the base and in the sidewall showed less than
a 4% difference in the value of the shedding frequency. It was
felt that this difference was small enough that the more
convenient sidewall location could be used. In addition, the
fluctuating pressure signal for the cavity bases is stronger at
the sidewall location than at the rear cavity wall location.

For all cases, a strong peak in the power spectral density
function occurs at the shedding frequency with a second
smaller peak apparent at twice the shedding frequency. The
relatively broad nature of the peaks in the spectral density
plots is at least partly because the vortex street is superim-
posed on a random turbulent flowfield resulting in the diffu-
sion or feeding of some of the discrete energy (from the
vortex shedding) to the continuous ( turbulent) portion of the
spectra. The shedding frequencies and Strouhal numbers,
St = fh/U,, for each of the experimental cases are given in
Table 3. Note that these Strouhal numbers are based on the
velocity measured at the reference location, i.e., over the aft
end of the model just prior to separation.

The Strouhal numbers are plotted vs cavity depth and
reference Mach number in Fig. 10. The results of Nash et al.?
for a similar blunt-based model indicate that for slender,
two-dimensional models, the Strouhal number remains con-
stant [at a value based on freestream conditions of
(S0 =fR/U, =0.25] from low-subsonic speeds up to a
freestream Mach number of about 0.9. The results in Fig. 10
agree reasonably well with this observation except for the
. drop in Strouhal number that occurs for the two cavity bases
at the reference Mach number of 0.880. The reason for this
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Fig. 10 Strouhal number vs cavity depth and reference Mach number.

drop is unclear. It could be due to the increase in wall
interference effects that occurs as the flow approaches Mach
1.0, but that does not explain why a similar decrease did not
occur for the blunt-based configuration at the higher Mach
number. What is obvious from Fig. 10 is that the effect of the
cavity is to increase the shedding frequency, in agreement
with the experimental observations of Clements.* but again in
disagreement with the computational results of both Clements
and Rudy.’ Also, note that the deep cavity again produces
virtually no change beyond that which was achieved with the
shallower cavity, a trend that has been evident in all of the
experimental results presented so far. Further discussion of
some of these observations will be given in the following
section.

Summary and Discussion

The common thread among all of the experimental results
is that increasing the depth of the cavity from 1/2 to | base
height does not have any significant effect on the parameter
being observed; the majority of the changes occur in going
from the blunt base to the shallow cavity and may in fact
occur for an even shallower cavity, though this was not
investigated here. This result was also evident in the computa-
tional results of both Rudy® and Clements* and suggests that,
whatever the mechanism is that causes the drag reduction for
the cavity bases, it is little affected by depth once the cavity
has reached some critical, rather shaliow, depth.

It is evident in the schlieren photographs that the basic
structure of the vortex street is relatively unmodified by the
presence of a base cavity, and that the vortex motions do not
extend into the cavity at all. In fact, the vortex formation
position is pushed slightly further downstream with a base
cavity as compared to a blunt base. This is perhaps somewhat
surprising; since the vortices form immediately adjacent to the

e




ﬁ_____“

1892 R. W. KRUISWYK AND J. C. DUTTON

base for the blunt geometry, one might expect the vortices to
move partially into the cavity when the solid boundary of the
blunt base is replaced with the compliant fluid boundary of
the cavity base. That this does not occur refutes the hypo-
thesis of Nash et al? that the cavity walls improve wake
stability and decrease drag by constraining the upstream part
of the vortices.

The fact that the present results show that the vortices do
not extend into the cavity also accounts for the discrepancy
between the experiments and computations regarding the
effect of a base cavity on the shedding frequency. In the
computations, the cavity was found to increase the interactien
between the vortices and thereby decrease the shedding fre-
quency. (Devices such as splitter plates and base bieed that
decrease interaction between the vortices have been found to
yield an increase in the shedding frequency.’~!?) In the exper-
iments, the interaction betwecn the vortices is apparently not
facilitated by the presence of the base cavity, and so the
shedding frequency does not decrease. The observation that
the shedding frequency actually increases with a base cavity
may be because the vortices form slightly further downstream
in this case so that the distance between the separated shear
layers is less at the start of vortex formation. (Fage and
Johansen'® have found that the vortex shedding frequency is
inversely proportional to the distance between the separated
shear layers). This seems plausible: in Bearman’s™® splitter
plate and base bleed experiments, the vortex formation posi-
tion was moved downstream approximately one base height,
and the Strouhal number increased by roughly 33%. In this
investigation the vortex formation position was moved down-
stream approximately 1/10 base height due to the cavities and
the Strouhal number increased by roughly 4-6%.

The fact that the drag reducing mechanism of the base
cavity is different than that of cither the splitter plate or base
bleed is evidenced by the very different degrees of displace-
ment of the vortex formation position for these geometries
relative to a plain blunt-based configuration. For the base
cavity, there are no structural or fluid elements to interfere
with the interaction between the separating shear layers as for
splitter plates and base bleed. The effect of the cavity on the
vortex street is apparently of a more subtle nature. The results
of the present surface flow experiments seem to refute even
Compton’s'® theory that the recirculating flow in the cavity
forms a steady co-flowing stream on the inner edges of the
separated shear layers thereby decreasing mixing and increas-
ing the base pressure. If any significant recirculating flows
were present in the cavity, they would most likely have left
some directional indication in the oil coatings, and as re-
ported earlier, this was not found to be the case in the
experiments reported herein.

A clue as to what is happening in the near wakes of the
cavity configurations comes from the results of the wake static
pressure traverses. F:gure 7 shows that the cavity base in-
creases not only the base pressure coefficient but aiso the
pressure coefficient in the near wake within roughly 5/8 base
heights of the trailing edge. Nash et al.? have stated that the
value of the pressure coefficient in the low-pressure trough in
the wake of a bluff body decreases with an increasing degree
of bluffness of the body and hence with increasing strength of
the vortex street. In Fig. 7 it is apparent that the low-pressure
troughs of the cavity bases do not reach as low a minimum as
for the blunt base, and this suggests that the vortex streets of
the cavity bases are somewhat weaker than the vortex street
of the blunt-based configuration. The weaker vortex street
results in the higher pressure at the base and in the near-wake,
and the higher pressure, in turn, may then move the vortex
formation position to a location slightly further downstream
of the trailing edge as compared to the blunt-base geometry.

The question then becomes what causes the weakening of
the vortex street; there are no interference elements in the
wake, there is no constraint of the upstream part of the
vortices by the cavity walls, and there is apparently no
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significant steady recirculating flow causing the formation of a
co-flowing slrul);i The only difference between the blunt base
and the cavity bases is that the forming vortices sec & solid
boundary at the trailing-edge plane in the onc casc and a
compliant fluid boundary in the other. It is quite possible that
enhanced fluid mixing at the trailing edge of the basc cawity
causes a greater loss of vorticity than does the solid wall
friction at the trailing edge of the blunt base. The wft
experiments have shown thai ihe air at the cavity entrance is
in a state of unsteady pulsating motion as it is forced first one
way by the vortex shedding from the upper trailing edge and
then the other way by the vortex shedding from the lower
trailing edge. These unsteady, oscillating air motions could
increase the fluid mixing at the trailing-cdge plane to such a
degree \hat the forming vortices arc weakened. If this is
indeed the case, then the shape or geometry of the cavity
would seem to be unimportant; the cavity should be effective
as long as it is deep enough to compietely replace the fluid-
solid wall interaction for the blunt base with a purely fluid
interaction for the cavity base and as long as the cavity is of
such a height to cover the majority of the base. This was, in
fact, evident in the results of Pollock,® who found that the
drag reducing effect of a special cusp cavity, whose shape was
chosen on theoretical grounds was essentially identical to that
of the simple rectangular cavity of Nash et al.? Furthermore,
the results reported herein, as well as the experimental results
of Clements,* have indeed shown cavity depth to be unimpor-
tant once the cavity has reached a somewhat shallow, critical
depth.

Having discussed several points of disagreement between
the present experimental results and the computational results
of Rudy® and Clements,* it is important to reiterate the
differences in the relevant flowfield conditions of these investi-
gations in an attempt to explain why these disagreements may
exist. One obvious difference is that the computations mode)
a perfectly two-dimensional flowfield although the expen-
ments can never be completely free from three-dimensional
effects. In fact, Nash'’ has stated that over no part of the
Reynolds number range is the vortex street strictly two di-
mensional due to the presence of spanwise periodic structures
and/or random turbulent fluctuations. Considering the rela-
tively smali scale of the wind tunnel used in this investigation,
some effects of three dimensionality are inevitable, despite the
two-dimensional indications of the surface oil-flow patterns
and the base pressure measurements. Apparently, however,
the effects of any three dimensionalities are primarily confined
to the interactions of the vortices with the base cavities, as the
resuits for the blunt-based model in these experiments showed
excellent agreemcnt with ihe woiresponding resuits from
Rudy’s computations. The fact that the tufts suspended in the
base cavities did show a degree of spanwise as well as stream-
wise motion lends support to the argument that three-dimen-
sional effects in the base cavity may affect the interactions
with the vortices in the near-wake region.

A second major difference between the conditions of the
present experiments and the computational results is the
Reynolds numbers. For Rudy’s® computations, the Reynolds
numbers based on freestream conditions and base height were
700 for the M, =04 condition and 962 for the M, =0.6
case. Furthermore, the boundary layers at separation were
laminar. Clements* computations, on the other hand, were
inviscid. In the current experiments, the Reynolds numbers
based on the reference conditions and base height were be-
tween 1.62 x 10° and 2.78 x 10%, and the boundary layers at
separation were turbulent. In his study of vortex street wakes
behind circular cylinders, Roshko!® observed that the devel-
opment and characteristics of the vortex street are strongly
dependent on where the transition point is located and that
very different trends are displayed depending on whether the
separating shear layers are laminar or turbuient. Thus, it is
quite possible that the behavior of a vortex street in the
presence of a base cavity will likewise depend on the state of




NOVEMBER 1990

the scparating boundary layers. Rudy recognized this and
suggested that computations be performed at higher Reynolds
aumbers using appropriate turbulence models in order to0
petter match experimental conditions. .
Another point to be considered is that the computations
model an unconstrained freestream, whereas the expenments
refiect the blockage effects of the wind-tunnel walls. It is
recognized that some of the obser\(anons reported in the
present investigation may have‘been mﬂuenged _by.wall-imer-
ference effects. However, as discussed earlier, it is felt that
although wall interference may have somewhat affected the
absolute values of the vanous measured flow parameters, the
effects on the basic structure qf the vortex street and the
trends of the data with increasing Mach number or cavity
depth are probably small. Therefore, the blockage eﬂ'ects are
probably less likely to be the cause of the observed discrepan-
cies between the computational and experimental resuits than
the three-dimensional and Reynolds number effects discussed
ve.
aboA final point to consider is that the cavity geometries for
this investigation were not identical in every detail to those
used in Rudy’s® computations; the cavities in the current
experiments covered 80% of the base height, whereas Rudy's
cavities spanned 90% of the base height. It seems doubtful,
however. that this difference could be responsible for the
discrepancies reporied heren.
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Two-Stream, Supersonic, Wake Flowfield Behind a
Thick Base, Part I: General Features

V. A. Amatucci®
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D. W. Kuntz}
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and

A. L. Addy§
University of Iilinois at Urbana-Champaign, Urbana, Hlinois 61801

An experimental investigation of the complex interaction region generated by the separation of two supersoanic
streams past s finite-thickness base has been conducted in & two-dimensional wind twnnel. The data were
obtained using schlieren photography, pressure messurements, and two-compoaent laser Doppler velocimeter
messurements. The shear-iayer mixing regions are characterized by initially constant-pressure mixing, by an
evolution of velocity profiles from truncated boundary-layer shapes (0 wakelike profiles farther downstream,
and by relatively high levels of turbulence. The separated flow region is characterized by large reverse flow
velocities and strong interactions with the low-velocity regions of both shear lsyers. Turbulence intensities and
kinematic Reynolds stresses are strongly affected by the separation process at the base and increase greatly in the
Iatter portions of the two shear layers and in the recompression region. Recovery of the meas velocity field in
the redeveloping wake occurs quickly, while the turbulence field remains perturbed to the furthest streamwise

location investigated.
Nomenclature

C; = skin-friction coefficient

H = splitter plate height, 25.4 mm

k = turbulent kinetic energy

M = Mach number

O = origin location for the coordinate system

P = pressure

Re = Reynolds number

Re; = Reynolds number based on boundary-layer thickness
Re; = Reynolds number based on momentum thickness

u = U-component of the velocity vector

u, = friction velocity

v = V-component of the velocity vector

w = width of the wind tunnel test section

X = coordinate parallel to the wind tunnel floor
Y = coordinate perpendicular to the wind tunnel floor
Z = spanwise coordinate

& = boundary-layer thickness

§* = boundary-layer displacement thickness

# = boundary-layer momentum thickness

A = wavelength of laser light

v = kinematic viscosity

I1 = wake strength parameter
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= shear stress
= root-mean-square quantity

T

()

Subscripts

Base = condition immediately behind the splitter plate

e = edge condition

J = inner jet or lower stream condition

w = condition at the wall

1 = condition for the Mach 2.56 stream (upper stream)

2 = condition for the Mach 2.05 stream (Jlower stream)

o = infinity or freestream conditions of the Mach 2.56 stream

Superscripts
— =ensemble average
= fluctuation from the mean value

’

Introduction

HE complex interaction region generated by the separa-
tion of two supersonic streams past a finite-thickness base
occurs frequently in high-speed flight and is characteristic of
the aft-end flowfield of a powered missile in the supersonic
flight regime. This fluid dynamic flowfield exists in other
applications as well, including the flow region at the trailing
edge of a blunt airfoil in a supersonic freestream or the initial
mixing region of confluent multiple streams in a supersonic
combustor. In each of these cases the near-wake region is
dominated by strong velocity and density gradients, energetic
viscous interactions, and expansion and compression pro-
cesses covering the full range of gas dynamic regimes.
Research programs through the years have attempted to
develop analytical, numerical, and experimental insight into
the fluid dynamic processes ongoing in the near-wake region.
The usual motivating goal is the development of a predictive
capability for base pressure and other flowfield properties
over a wide range of flight regimes. The analyses develop a
physical flow model of the strong dissipative regions of the

IINENENNNNNNNNNNN——_———




2040 AMATUCC], DUTTON, KUNTZ, AND ADDY: SUPERSONIC WAKE FLOWFIELD

vear wake, including interaction with the adjacent inviscid
-egions, and attempt to find applicability for a variety of Mach
1umber, Reynolds number, and afterbody geometry condi-
.ions. The dominant analytical approach has been the Chap-
man-Korst component model'? in which the wurbulent base
Towfield is separated into distinct regions and each part is
inalyzed individually, subject to appropriate assumptions and
soundary conditions. The expansion process at the geometric
corner, the shear layer mixing process, and the recompression
and redevelopment processes (see Fig. 1) are each analyzed as
separate components, utilizing empirical formulations as
needed. The individual components are then joined together
into an overall model of the separated flowfield, allowing for
interaction between each component, and a unique solution is
determined.

With the advent of more powerful computing facilities
during recent years, both thin-layer and full Navier-Stokes
computations of high-speed separated base flows have been
performed. To date the agreement of these computations with
axperimental measurements of high-speed separated flow-
fields has been only moderate.? However, by focusing on the
issues of grid resolution and alignment, as well as turbulence
modeling, improved predictions of these flows have recently
been obtained.*? The difficulty in accurately computing these
flows is understandable due to their complexity, since they
include regions of large flow property gradients in thin shear
layers, expansion waves, and shock waves, and also due to the
inability of the current generation of turbulence models to
adeqguately treat such effects as larg. streamline curvature,
compressibility (i.e., high Mach-number effects), shear-layer
impingement, and the effects on turbulence of the previously
mentioned large gradient regions.

To aid in the understanding of the detailed mechanisms
of these high-speed flows both with and without regions of
significant flow separation, a program of small-scale wind
tunnel experiments of simple flow geometries has been con-
ducted at the University of Illinois at Urbana-Champaign.
Initial experimental work has examined in detail the shear-
layer mixing process®'® and the recompression and reattach-
ment processes.''-!? The measurements presented here take the
next step in this progression and add the recirculating region
and the wake redevelopment region (see Fig. 1) as focuses of
study to obtain experimental data for a unified two-stream
near-wake flowfield. The present experimental program has

Fig. 1 Detailed flowfield charxcteristics generated by the separation
of two supersonic streams past a finite-thickness base.

Wind Tunnel
e
N
/ 7
w2
- o 1'
X

Base

Regeon
2

Fig.2 Schematic of the origin location asd coordinste system used
for coliection and presentation of the near-wake interaction mean and
turbulence dats.

obtained measurements over the full range of mechanisms
exhibited in this flowfield for a well-determined set of incom-
ing flow conditions. The data for these experiments are ob-
tained from schlieren photography, sidewall pressure mea-
surements, and laser Doppler velocimeter (LDV) measurements.
The use of a two-color, two-component, frequency-shifted
LDV system to measure instantaneous flow velocity, despite
its added complexity, has certain special advantages in the
near-wake separated flowfield. Most past near-wake interac-
tion experiments have focused on mean velocity values ob-
tained from pressure distribution data gathered by intrusion
into the near wake, usually with a single pressure probe or a
probe rake. The LDV measurements of the current investiga-
tion provide accurate instantaneous velocity data obtained
in a nonintrusive way by an instrument requiring no prior
calibration.

The primary objective of this experimental investigation of
the supersonic, two-stream base flow is to investigate the
fundamental fluid dynamic mechanisms existing in the near-
wake flowfield with an aim toward better understanding of
cach individual process and how they interact. Detailed data
have been collected in all regions of the near-wake flowfield in
order to examine such features as changes in velocity profiles
due to the corner expansion process, evolution of the velocity
profiles during shear-layer mixing, strength and influence of
the recirculating region, and mean and turbulent flowfield
changes during the recompression, reaitachment, and down-
stream wake redevelopment processes.

The results and trends of the LDV data obtained for the
two-stream interaction flowfield are presented in a series of
two articles. This first article presents the background, objec-
tives, and techniques involved in making the velocity measure-
ments in this flowfield, and then gives general trends and
features of the mean and turbulence fields for the overall
global interaction as they change with downstream distance.
In the second paper, detailed data will be shown for each of
the components of the flowfield, such as the shear-layer mix-
ing regions and the recompression/reattachment region, and
trends for each component will be compared to literature
specific for that component. The two papers, taken together,
will then form a complete picture of the turbulent nature of
this near-wake interaction.

Experimental Facilities and Measurement Techniques
Facilities
This investigation of the near-wake interaction utilized the
air supply and wind tunnel facilities of the Mechanical Engi-
neering Laboratory at the University of Illinois at Urbana-
Champaign for a series of dry, cold air experiments. A two-
dimensional wind tunnel test section, shown schematically in
Fig. 1, produced two uniform supersonic streams which sepa-
rated at the geometric corners of a finite-thickness splitter
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plate and formed a flowfield characteristic of the aft-end of a
powered missile, including expansion at the separation points,
formation of a recirculating region bounded by two shear-
layer mixing regions, recompression and reattachment of the
shear layers, and downstream wake redevelopment.

The common upstream plenum chamber provided com-
pressed air at 517 kPa to two scparate pipe-and-valve arrange-
ments supplying the two converging-diverging nozzles. These
nozzles used the splitter plate as a half-nozzle symmetry plane.
The upper stream nozzle produced a uniform exit plane flow
50.§ mm in height, having a Mach number of 2.56, and a
splitter plate boundary-layer thickness of 3.35 mm. The lower
stream nozzle was shorter in length and produced a uniform
exit plane flow 25.4 mm in height, having a Mach number of
2.05, and a splitter plate boundary-layer thickness of 1.46
mm. T_hese tWO supersonic streams separated past the 25.4-
mm-thick base and produced the near-wake interaction flow-
ﬁeld. The test section region was 50.8 mm wide and 101.6 mm
in height and was within view of clear glass windows on both
sides of the wind tunnel for optical diagnostic access. As
illustrated in Fig. 2, the origin for the coordinate system was
located on the centerline of the wind tunnel at the upper rear
edge of the splitter plate. All features of the near-wake flow-
field, including wake redevelopment, occurred within the mea-
surement domain before the mixed flow exited the test section
through a constant-area diffuser.

Measurement Techniques

The measurement techniques employed in this investigation
included schlieren photography, stagnation and static pressure
measurements, and laser Doppler velocimetry. Schlieren pho-
tographs obtained with a 1.4-us spark source were used to
characterize the qualitative features of the overall flowfield
and to determine spatial locations for LDV measurements.
The sidewall static pressure data were collected using an alu-
minum window insert which replaced one of the glass side
windows and had a grid of 370 pressure taps. The pressure
levels were measured with a Pressure Systems Incorporated
(PSI) digital pressure transmitter system and yielded pressure
measurements in all regions of the near-wake interaction in-
cluding along the shear-layer mixing regions.

The two-component, two-color LDV system was based on
Thermal Systems Incorporated (TSJ]) optical and electronic
components and employed a Spectra-Physics 5-W argon ion
laser. The green beam (A = 514.5 nm ) and the most powerful
blue beam (A = 488.0 nm) were used in the beam splitting
and recombination processes which produced the ellipsoidal
measurement volumes. The use of a 350-mm focal length
transmitting lens with 22-mm beam spacing produced a green
measurement volume of 0.183 mm diameter, 6.08 mm length,
with 8.53-um fringe spacing. The blue measurement volume
diameter, length, and fringe spacing were 0.179 mm, 5.92 mm,
and 8.09 um, respectively. These fringe spacings, in combina-
tion with the 40 MHz frequency shift and orientation of the
fringes at =+ 45 deg to the mean flow direction, kept signal
frequencies within range of the electronic equipment while
moving the fringes at a high enough velocity to reduce fringe
bias probabilities and eliminate directional ambiguity. TSI
frequency counters, operated in the single-measurement-per-
burst mode with high- and low-pass filtering, were used to
determine the Doppler shift frequencies of the signals from the
photodetectors and to perform validation checks to remove
erroneous data. The receiving optics of the LDV system were
oriented in a forward scatter mode 10 deg from the optical axis
in order to reduce the effective length of the measurement
volume to 1.46 mm and to provide optimum signal-to-noise
ratio of the scattered laser light. The output from the LDV
system’s frequency counters was stored in the memory of a
DEC PDP 11/73 minicomputer by means of a direct memory
access board, and the data were transferred serially to an
HP-9000 computer system for reduction, analysis, and plot-
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ting. The laser, transmitting optics, and collection optics were
mounted on a traversing table which allowed movement i
all three coordinate directions with an accuracy of appro:t‘
imately 0.1 mm.

.Swding gf the flow for the LDV measuremenis was accom-
plished by injecting silicone oil droplets (50 cP viscosity) pr
duced by a TSI six-jet atomizer into the stagnation chamber
Tg add_ress the i§sues of particle size and flow-following capa-
bility (i.e., particle dynamics effects), a series of particle lag
experiments was conducted whereby LDV measurements wer
made across an oblique shock wave produced by a liﬂ
compression corner in 8 Mach 2.0 wind tunnel. Using thes
measurements, together with a particle relaxation analysis
based on the work of Maxwell and Seasholtz'* and the dr:
law of Walsh,!® the silicone oil droplets used in these ex
ments are estimated to be 1.0 um in diameter. Droplets of thi
size have an Eulerian frame of reference frequency response of
up to approximately 200 kHz which is adequate for followi
the turbulent fluctuations of the current near-wake ﬂowf.iela

The use of counter-type signal processors to measure in
vidual velocity realizations introduces additional consider-
ations, especially in high-speed flows, due to counter clock
resolution, statistical uncertainty, velocity bias, fringe bi
and spatial resolution. The = 1 ns accuracy of the counte!
resuits in a minimum measurable turbulence intensity in the
highest speed regions of the flow of 1.37%, with proportion-
ately smaller values in the lower speed regions. To control th
uncertainty due to finite sample size, either 2048 or
velocity realizations were generally collected throughout the
flowfield. At a confidence level of 95%s, the resulting statisti-
cal uncertainty in the mean velocity is therefore a maximum o
% 3% for turbulence intensities less than about 100%, and
statistical uncertainty in the standard deviation is a maxim
of approximately = 3.1%. For the current low data density
measurements,'¢ the seed particles generated valid Doppl
signals at a rate several orders of magnitude lower than th
capability of the processors to sample, resulting in a fr
running processor condition in which the LDV data is totally
velocity biased.'® To correct for this condition, a two-dim
sional inverse velocity magnitude weighting scheme!” has
employed. As mentioned, the relatively large fringe spacing,
use of the 40-MHz frequency shift, and the = 45-deg orienta-
tion of the fringes to the mean flow direction, greatly redu:
the possibility of fringe bias in these experiments. In fact.c:l
implementation of the fringe bias analysis of Buchhave
demonstrated that for the vast majority of the measurements
the fringe bias correction was less than 3% and, as a result, n
such correction has been used in the measurements presente‘
here. Spatial-resolution errors can also occur in high-gradien
regions of the flow due to the finite size of the probe volume.
Using the analysis of Karpuk and Tiederman,'® the maxx::!

spatial-resolution error at the location 5 mm downs

Fig.3 Schiieren photograph of the two-stream interaction flowfield
visible through the sidewall windows of the wind tunnel test
(1.4-ps flash dursation).
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Table 1 Properties of the Mach 2.56 and Mach 2.05 bousdary layers

Parameter Upper stream Lower stream
Mach number 2.56 2.05
§, mm 3.35 1.46
5% mm 0.947 0.393
6, mm 0.220 0.118
Re, m-! 5.12x% 107 6.36 x 107
Rey 1.12 x 10¢ 7.48 x 108
n 0.9216 1.121
iy, m/s 25.11 21.45
Cr 0.001597 0.001821
Mazimum Static Pressure = 66.9 kP3
."""""‘"I'”h Miniowum Sistic Pressure = 12.2 kPa

+X

+Y

Fig. 4 Three-dimensional surface contour representation of the static
pressure levels existing in the near-wake interaction flowfield (viewed
from upstream).

from the base is estimated to be = 2.8% for the mean velocity
and = 4.8% for the turbulence intensity, with much smaller
errors in the downstream regions of the near-wake flow.

Further details concerning the equipment and apparatus,
measurement methods, and experimental procedures are found
in Ref. 20.

Experimental Results and Discussion
Two-Dimensionality of the Flowfield

Past work?!2 has indicated the tendency for existence of
spanwise nonuniformity in flowfields characterized by large
embedded separation regions leading to reattachment. To ex-
amine these effects in the present flowfield, transverse profiles
of velocity were obtained at three spanwise locations: at the
midplane (Z = 0) and at Z = + 10 mm from the midplane. In
addition, these profiles were obtained at three streamwise
locations chosen to examine distinctly different regions of the
near-wake flowfield: X = 25 mm where separate shear layers
and recirculation were present, X = 45 mm in the recompres-
sion and reattachment region, and X = 100 mm in the redevel-
oping downstream wake. The centerline and off-centerline
streamwise mean velocity and turbulence intensity profiles
show that the central 40% of the test section flowfield was
highly two-dimensional in all regions, with the largest devia-
tions occurring in the recirculating region. Once impingement
of the two shear layers occurred, the LDV data indicate very
little deviation from two-dimensionality at any transverse lo-
cation. Although regions of slight three-dimensionality do
exist, they seem characteristic of the fluid dynamic processes
ongoing in those components of the near-wake and are not
due to the wind tunnel design or sidewall boundary layers.

Turbulent Boundary Layers

The turbulent boundary-layer characteristics of the two su-
personic streams provide the initial conditions for the expan-
sion, mixing, recompression, and redevelopment processes

which occur in the near wake. Detailed LDV measurements
were made of the boundary layers which developed on the
upper and lower surfaces of the splitter plate at a location 4
mm before geometric separation. Two-component measure-
ments were made to a distance of 0.75 mm from either surface
and then one-component measurements completed the survey
to a distance within 0.25 mm above either surface. The mea-
sured velocity profiles for the upper and lower boundary
layers were fit to the generalized velocity profile equation of
Sun and Childs® using the boundary-layer thickness 3, the
friction velocity u,, and the wake strength parameter I1 as
curve-fit coefficients. The important parameters describing
the growth and development of the two boundary layers prior
to separation are presented in Table 1. The differences in
thicknesses between the Mach 2.56 stream (6 = 3.35 mm) and
the Mach 2.0S stream (6 = 1.46 mm) were generated intention-
ally to simulate the ratio of boundary-layer thicknesses typical
of powered missile applications. The aim was to simulate zero
angle-of-attack configurations while including the effects of
strong expansion of the inner propulsive flow. The wake
strength parameter, friction velocity, and skin-friction coeffi-
cient values are consistent with earlier studies®:!!-13-21.24.25 of
compressible turbuient boundary layers.

Global Near-Wake Interaction Flowfield

Schlieren photography has been used to obtain a qualitative
view of the component processes existing in the near-wake
interaction. The schlieren photograph of Fig. 3 shows well-de-
veloped splitter plate boundary layers undergoing strong ex-
pansion and turning processes at geometric separation. The
two free shear layers generated at separation appear to be
initially very thin and to undergo a moderately long constant
pressure mixing region before they show any signs of curva-
ture associated with the recompression process prior to im-
pingement. The beginning of the recompression process for
each shear layer is marked by the first compression waves
which emanate from the slightly supersonic regions of the
shear layer and eventually coalesce into the recompression
oblique shock wave. One of the more interesting features in
this photograph is the apparent large-scale turbulent struc-
tures which border the edges of the redevelopment core pro-
duced by the impingement of the two free shear layers. These
structures areé similar to those that occur in high-Reynolds-
number free jets and have an effect on the turbulence intensi-
ties measured in the redeveloping wake. Similarly, each shear
layer shows signs of large-scale structures and intermittency at
its edges, especially on the side bounded by the recirculating
region.

The arrangement of sidewall static pressure tap locations
was designed to obtain detailed pressure surveys of the expan-
sion process, mixing layers, and recompression and redevelop-
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ment processes. The three-dimensional contour plot of Fig. 4
shows the static pressure data viewed by an observer located
upstream at the base and looking in the streamwise direction.
Although no detailed vertical scale is given for the levels of
static pressure, a relative indication of the pressure magnitude
can be obtained by recognizing that the maximum static pres-
sure in the ﬁgute_ is 66.9 kPa and occurs at the exit of the Mach
2.05 nozzle, while the minimum static pressure of 12.2 kPa
occurs in the highly expanded flow region downstream of the
Mach 2.05 nozzle and just upstream of the lower recompres-
sion shock wave. In a quantitative sense the plot of Fig. 4
shows the strong expansion of the two supersonic streams to
the low base pressure “‘valiey’’ immediately behind the finite-
thickness base, the initially constant pressure mixing of the
two shear layers, and the gradual but strong pressure rise
through the recompression and reattachment regions extend-
ing into the downstream wake redevelopment region. The base
f;&;s:rpe measured in the region behind the splitter plate was

. a.

A profile of the measured static pressure along a centerline
extending downstream from the vertical center of the splitter
plate is shown in Fig. 5. The static pressure has been nondi-
mensionalized by the average base pressure (13.8 kPa) and the
streamwise distance was nondimensionalized by the value of
the splitter plate height. The data in Fig. 5 indicate the rela-
tively constant pressure existing in the recirculating region just
downstream of the base and the strong pressure rise which
occurs during the recompression and impingement process for
the two shear layers. Since impingement of the shear layers
occurs at approximately X/H = 1.37, the data illustrate the
initial pressure rise up to reattachment and the substantial
increase in pressure existing downstream of that location. The
maximum pressure rise level of P/Pg,,. = 2.92 (at X/H = 4.0)
is consistent with other experimental data'’-!? and indicates
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tion flowfield showing the near-wake region.

R
the strong mixing and diffusionlike processes occurring in the
separated flow region.

TheLDVdanprmtedinthispapermimendedw,iwl
an overview of the mechanisms existing in the near-wake
interaction, including a detailed indication of the mean flow
and some turbulence quantities. The objective of this overview
is to show representative data highlighting the dramatic
changes in mean velocity and turbulence quantities in the
region immediately behind the splitter plate and in the initial
stages of recompression and reattachment. The LDV
presented herein include the *‘reference’” upstream boundary
layer traverses, every other vertical traverse from 5.0 :3
behind the splitter plate to 40.0 mm downstream, and then
every measured traverse from X = 40.0 to 55.0 mm. In
case of the data presented in Fig. 12, the profiles extend to
farthest downstream location, namely at X = 160 mm.
omission of some LDV traverses from the figures for the
global interaction was necessary to reduce plot congestion. In
the presentation of these results, all of the instantaneous v
locity data obtained with the LDV system have been rotated t
a coordinate system which aligns the u-component direction
parallel to the wind tunnel floor (primary streamwise direc-
tion) and the v-component direction perpendicular to
wind-tunnel floor (see Fig. 2).

The mean velocity profiles obtained from the LDV instanta-
neous data are shown in vector representation in Fig. 6. The
vector field plot clearly shows the approach and separation o
the two turbulent boundary layers from the upper and low
surfaces of the splitter plate, with the resulting large separated
flow region. The shear-layer mixing regions spread with stream-
wise distance until impingement occurs approximately 1.4
base heights downstream of separation (at X = 34.9 mm),
where the recirculating region ends (no negative streamwise
velocity components are measured) and recovery of the wake
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deficit begins. The turbulent mixing which occurs throughout

:he recompression and reattachment regions quickly effects
zlimination of the velocity deficit by approximately five base
neights downsiream of separation, although only part of this
Drocess can be seen in Fig. 6.

Examining Fig. 6 in greater detail, the data show that the
apper Mach 2.56 flow has a freestream velocity of 584 m/s
ocfore separation and expands sharply downward around the
:orner of the base to a flow angle of approximately — 10.6 deg
trelative to the freestream). The lower Mach 2.05 freestream
moves at a velocity of 524 m/s before separation and then
2xpands upward about the splitter plate corner at an angle of
approximately 21.6 deg. Both turbulent boundary layers are
fully developed and expand upon geometric separation 10 a
matched base pressure of 13.8 kPa which exists in the regircu-
lating region. The inner jet-to-freestream static pressure ratio
(P;/Py or P,/P)) just prior to geometric separation was mea-
sured to be 2.14. The mean velocity vectors shown in Fig. 6
illustrate the complex nature of scparation past a relatively
thick base, and indicate differences from the type of wake
developed behind a very thin splitter plate.®

The vector representation of the recirculating region in
Fig. 6 indicates the existence of two large separation bubbies.
The upper separation bubble rotates clockwise while the lower
bubble rotates counterclockwise, and relatively large velocity
magnitudes exist in this region. Historically posed by Korst? as
a “*dead-air’’ region, the recirculating region of the near-wake
in the present investigation had a maximum negative velocity
of 132 m/s at the X = 22.5 mm streamwise location. This
maximum reverse flow velocity magnitude of 0.23u, is very
consistent with the results of Petrie et al.,>'° Samimy et
al.,!"-13 and Etheridge and Kemp,? in the entire ra::ge of Mach
numbers.

The streamwise mean velocity profiles, nondimensionalized
by the edge velocity of the Mach 2.56 stream prior to separa-
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tion, arc shown in Fig. 7. The dashed line at each X value
represents the streamwise location of the traverse and the
u/u; = 0 plane for that set of data. The upstream boundary-
layer profiles represent a typical range of u/u, beginning at a
value of 1.0 in the Mach 2.56 stream and 0.90 in the Mach 2.05
stream (u,/u; = 0.9) and decreasing to zero on the two sur-
faces of the splitter plate. This series of profiles once again
indicates the large negative velocities occurring in the recircu-
lating region and the recovery of the velocity defect with
downstream distance. The very fine transverse resoiution of
the LDV measurement locations yields u-component data
which show the spreading of the velocity profiles in each of the
shear layers from a very sharp gradient at the X = 5.0 mm
location to a much broader velocity change for the thickened
shear layers at the streamwise stations near recompression and
reattachment. The rapid recovery of the mean velocity defect
is consistent with the data of Samimy and Addy!? for a similar
two-stream near-wake interaction between Mach 2.07 and
Mach 1.50 streams.

The mean velocity field in the transverse direction is shown
in Fig. 8 for the range of profiles in the near-wake region. The
sign convention illustrated by the data is consistent with the
coordinate system defined using Fig. 2; the large positive
values of v/u, occurring for the lower siream indicate the
strong expansion and turning which that region experiences
during the mixing process. One noticeable difference between
the streamwise and transverse mean velocity profile character-
istics for any particular X location is the slower relaxation of
the transverse profiles with downstream distance.

The turbulence field, represented in part by the streamwise
turbulence intensity profiles of Fig. 9, demonstrates strong
enhancement of mixing due to the interaction at the base. The
counter clock resolution problem with the LDV system is
illustrated in the edge values of (¥ ’)/u, of approximately 2%
in the two relatively high-velocity isentropic core flows. The
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striking feature of Fig. 9, however, is the relatively high levels
of streamwise turbulence intensity reaching nearly 30% in the
latter streamwise stations in the mixing layers and in the
recompression and reattachment regions. Despite similarities

in the form of the turbulence intensity profiles across either

shear layer to those found b
in an incompressible Y Andreopoulos and Bradshaw?®

shear layer behind
lka\vg and Kubota?® in a supersonic free shenra ﬂ‘l!a;elrue th:nl:v:;
oAt; ')/ u, are dramatically higher in the present inv'esuwion.
though Samimy and Addy’s!? streamwise turbulence inten-

sity levels were slightly lower than ¢ g
trends are similar and indicat hose shown in Fig. 9, the

€ stro| | ixi
the highly turbulent nature of the r:it:::;rmm;ﬂ mixing and

The transverse turbulence intensit o hprocess.

L. - y profiles shown in Fig. 10
similarly reflect the strong mixing near recompression and th
disturbed nature of the turbulence field even downstream t;
the last traverse location shown. Fig. 10, now scaled twice as
sensitive for a maximum (v ')/, value of 30% (as compared
to the scaling of (u “)/u, in Fig. 9), shows the moderately low
levels of transverse turbulence intensity existing in both of the
upstream boundary layers in contrast to the high levels of
(v ’)/u, occurring in the shear layers. The transverse turbu-
lence intensity appears to spread more broadly across the
transverse height of the interaction region than the streamwise
turbulence intensity does and is similar to results obtained by
Kuntz et al.? for a Mach 2.94 shock-wave/boundary-layer
interaction flowfield.

The data for the kinematic Reynolds stress portion of the
turbulent shear stress for the near-wake interaction region are
nondimensionalized by the square of the Mach 2.56 edge
velocity and plotted in Fig. 11. Initially low levels of Reynolds
stress in the splitter plate boundary layers rise to relatively
high levels immediately downstream of separation, persist
throughout the mixing layer development, and reach maxi-
mum values in the recompression and reattachment regions.
The Reynolds stresses then tend to decrease sharply after
reattachment, very similar to the trends of incompressible
reattachment as shown by the data of Chandrsuda and Brad-
shaw.* The lower Mach 2.05 stream’s mixing layer appears to
be more highly turbulent than the Mach 2.56 stream, and as
suggested by Samimy and Addy'’ may be the result of a
stronger separation and expansion process for this shear layer,
or may be the consequence of a lower convective Mach num-
ber.2 The decrease in Reynolds stress just downstream of
reattachment has been explained by restriction of the larger
eddies?® and by bifurcation of the turbulent eddies at reattach-
ment3!32 resulting in much smaller length scales and lower
Reynolds stresses.

The maximum levels of turbulence intensity and shear
stresses in the near-wake interaction flowfield are plotted in
Fig. 12 for each of the streamwise locations, including the
traverses which were omitted previously (those in the range
from X = 2.5 t0 37.5 mm and the range from X = 60 to 160
mm). To fit all three quantities on the same ordinate, the
streamwise and transverse turbulence intensities are shown in
percent while the shear stress levels are actually 10 times the
percent value. Since the reattachment of the two mixing layers
into a single wake with no reverse velocities occurs at 34.9 mm
behind the step, the maximum levels of the quantities plotted
in Fig. 12 should peak in that region or slightly downstream.
Both the streamwise turbulence intensity (v ')/u, and the
transverse turbulence intensity (v’')/u, increase gradually
from initially relatively low values in the boundary layers
(X = —4.0 mm) to reach maximum levels in the general vicin-
ity of reattachment, then decrease with increasing streamwise
distance. The kinematic Reynolds stress, which indicates the
correlation between the # * and v * fluctuations, tends to peak
sharply in the reattachment region near the streamwise loca-
tion of X = 34.9 mm, then decreases rapidly downstream.

The last data plotted for a giobal view of the near-wake
interaction are the turbulent kinetic energy k nondimensional-
ized by the square of the Mach 2.56 stream edge velocity u;.

s

2045

The three-dimensional turbulent kinetic energy, shown in Fig,
13, was obtained by estimating the w-component contribution
to be an average of the streamwise and transverse variances.
Since the turbulent kinetic energy tends to be dominated by
the streamwise turbulence intensity, the value of £ reaches its
peak in the central regions of the mixing layers and maximizes
in the recompression and reattachment regions. Research by
Lee and Harsha®-* indicated that there existed a strong corre-
lation between measurements of turbulent shear stress and
turbulent kinetic energy in constant-density mixing flows, and
extended to include typical wakelike flows. Their work deter-
mined that the shear stress levels were approximately three-
tenths of the level of turbulent i:netic energy, with nearly 70%
of the cases correlating with proportionality factors between
0.2 and 0.4. The decrease in turbulent kinetic energy with
downstream distance in the redevelopment region and the
diffusion of k outward with the growth of the redeveloping
wake (shown in Fig. 13), when combined with the form of the
decay in Reynolds stress as seen in Fig. 11, are trends which
appear to verify that such that a correlation exists between
those two quantities as observed by researchers’®-3 for wake
flows and boundary-layer flows.

Conclusions

The near-wake interaction flowfield generated by the sepa-
ration of IWO supersonic streams past a finite-thickness base is
characterized by steep velocity gradients, high turbulence in-
tensity levels, and viscous mixing in the presence of an adverse
pressure gradient. The shear-layer mixing regions are charac-
tenzec[ by constant-pressure mixing along the initial two-thirds
of their length, and show an evolution of velocity profiles
from truncated forms of the boundary-layer shapes to more
wake-like profiles farther downstream. The region of sepa-
rated flow existing between the two supersonic streams in the
near-wake exhibits vigorous recirculation, maximum reverse
flow velocity magnitudes reaching 0.23u;, and strong turbu-
lent interaction with the low-velocity regions of both shear
layers. Peak levels of turbulence intensity and Reynolds stress
were measured in the recompression and reattachment regions
and decreased rapidly with streamwise distance. The turbu-
lence field in the region of recompression and reattachment is
strongly anisotropic. LDV data for the redevelopment of the
downstream wake flow showed lower levels of turbulence
intensity and kinematic Reynolds stress than other regions of
the near-wake interaction, but illustrated the strong preserva-
tion of the disturbed turbulence field with even large distances
downstream. While recovery of the mean velocity profiles was
achieved, much slower recovery of the turbulence field was
seen.
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A particle image velocimetry (PIV) sysiem has been developed for use in high-speed separated air flows. The
compiete sysiem was developed 10 improve the spatial resolution and sccuracy of the PIV techaique a5 applied
in high-speed compressible Nows and Is the first to incorporate both birefringent image shifting and submicron
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Introduction

E XPERIMENTAL investigation of turbulent and compress-
ible flows has become increasingly sophisticated in recent
years with the advent of laser based measurement techniques.
Among these tools is a relatively new technique called particle
image velocimetry (P1V). PIV is performed by illuminating a
seeded flowfield with a planar laser sheet that is puised at a
known time interval, forming two or more images of each seed
particle within the light sheet (Fig. 1). After recording these
images on film or another medium, image separations and
therefore velocities can be determined for the entire plane.
Unlike pointwise techniques such as laser Doppler velocimetry
(LDV) which provides statistical velocity data on a point-by-
point basis, PIV can identify instantaneous flow structures
that may be random in nature but important to the overall
behavior of the flow. PIV also reveals planar views of three-di-
mensional flow structures that are smeared by volume integra-
tion inherent in techniques such as schlieren photography.
Other advantages include the ability to obtain PIV images
quickly, allowing shorter run times, larger test sections, and
higher Mach numbers.

Although molecular imaging techniques have recently been
used for high-speed velocity measurements,' pioneering work
by Kompenhans and Hocker’ and Post et al.’ have recently
extended the particle-based PIV technique to high-speed flows.
Despite this initial work, difficulties in seeding and image ac-
quisition have limited the spatial resolution of P1V. One of the
most important considerations in PIV for high-speed flow
applications is obtaining adequate seed density for successful
interrogation at all locations. Since most high-speed wind tun-
nels are not recirculatory, high seed density can only be ob-
tained by injecting a large mass of seed with the flow. Local
seeding in areas of interest can be a solution, but injection may
need to be done upstream of flow conditioning devices and
nozzles that partially disperse the seed. Difficulty also arises in
obtaining sufficient seeding in separated zones of the flow
(behind bases, steps, etc.). Experience with both PIV and LDV
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shows that seed density in these areas is generally sparse, caus-
ing significant data dropout. Another concern is the choice of
seed particies that are small enough to follow large velocity
gradients while still scattering sufficient light to expose film.
The seeding material is further restricted when birefringent
image shifting® is used to resojve the directional ambiguity of
image displacements in high-speed separated flows. Image
shifting involves shifting the second image of every particle by
a known distance to assure that the direction of image dis-
placement is known over the entire PIV photograph. Birefrin-
gent image shifting is done by using vertically and horizontally
polarized light for the two illumination pulses, then pho-
tographing the flowfield through a birefringent calcite crystal
that shifts one polarization of light (and therefore one set of
images) by a known distance. This use of polarized light
sources requires seed particles which maintain polarization in
sidescatter. After image displacements are determined from
the photograph, the “shift displacement’’ is subtracted off to
return the actual flowfield displacements (and velocities).
Laser requirements are aiso a factor in the use of PIV for
high-speed flow applications. To illuminate small seed parti-
cles, high power in the visible spectrum is a necessity. Kompen-
hans and Hocker** have used a Nd:YAG system with 70 mJ/
pulse for recording images on 35-mm film, but when
necessary, resolution of small-scale velocity fluctuations in
high-speed test sections requires the use of large format film to
reduce diffraction-limited image sizes and to avoid film grain
limitations. The larger film area, in turn, requires much greater
illumination. The high laser energy must also be combined
with very short pulse duration to prevent image blur which
reduces the accuracy of velocity measurements. Typical super-

e talwy
| INTERROGATION l.... ~ e a
i S W N

velocy

data

Fig. 1 Principle of PIV.
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sonic flow speeds require laser pulse durations on the order of
10 ns or less.

With consideration of the aforementioned factors for PIV
application, the present work sets out to advance the capabil-
ities of the PIV technique as applied in high-speed flows. Spe-
cifically, the objectives include improvement of the spatial
resolution of velocity measurements on a uniform grid to im-
prove detection of small-scale instantaneous structures. The
technique is also applied in fully separated flowfields where
recirculatory, unsteady, instantaneous structures can domi-
nate the fluid dynamic behavior. These applications invoive
careful choice of the seeding material and delivery system and
the implementation of birefringent image shifting. Finally, the
importance of obtaining highly accurate data for quantitative
analysis requires careful system validation and determination
of data accuracy.

Particle Image Velocimetry Equipment and Operation
Acquisition System

The acquisition system refers to the equipment used to ob-
tain double-exposed particle image photographs of the flow-
field of interest. Diagrams of the PIV acquisition system
equipment and beam optics are shown in Fig. 2. This system
uses two Continuum YG681C-10 Nd:YAG lasers equipped
with frequency doubling crystals to provide a maximum out-
put energy of 550 mJ/pulse at a wavelength of 532 nm (green
light) with a pulsewidth of 4-6 ns. High-resolution black-and-
white films are very sensitive to green wavelengths and the high
visibility of the green light also simplifies alignment of the two
beams, which is a critical factor in obtaining double exposures
of particles in the flow. Two separate lasers are required since
a single laser cannot generate two distinct, equal energy pulses
in the short time interval required for high-speed flows (typi-
cally less than 1 us). The horizontally and vertically polarized
beams of the two lasers are combined by a polarized beam
splitter, then shaped by spherical and cylindrical lenses to form
a planar beam profile with a waist thickness of 0.4 mm. Beam
thickness can be increased by positioning the beam waist either
above or below the test section. Beam width at the test section
is adjustable up to 125 mm by positioning the 300-mm cylindri-
cal lens. All lenses are made from fused silica substrate and all
optics use high-power Nd:YAG coatings to limit beam energy
loss to less than 0.25% per surface.

The photographic recording of particle images is done by a
camera mounted on the same optical tabie as the lasers and
beam shaping optics. This allows maintenance of. the relative
position of all optical components for consistent alignment
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Fig.2 P1V acquisition system: a) laser and camera equipment for
acquiring PIV photographs; b) top view of laser optics for forming
planar beam profile.
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Fig.3 Acquisition sysiem coutrol: 3) equipment schematic; b) timing
disgram for sstomated scquisition of PIV pheotegraphs.

and focus. This table is also mounted on vibration-isolated
supports to avoid the effects of laboratory vibrations. The
system can use a 35 mm, 6 x 8 cm, or 4x 5 in. camera. The
35 mm and 6 x8 cm cameras have 100- and 300-mm macro
lenses, respectively, and both have auto film wind and an
electronic shutter for automated operation. The system has
also been used with a modified 4 x § in. camera with a manual
shutter and 120-mm macro lens, but since it can take only one
frame before reloading, its large format film is most useful
when the highest possible resolution of particle images for
determination of small-scale turbulent motions is necessary.
Flat-field or macro lenses are required to prevent distortion of
the field of view at the edges which would induce error in the
measurement of particle displacements. Long focal length
lenses are used to reduce the solid angle from the lens to the
field of view, thereby minimizing parallax. For given flowfield
dimensions, longer focal length lenses are required for larger
format films to maintain a constant solid angle. In the case of
the 4 x 5 in. camera, a longer focal lens would be desirable, but
since none was available the experiments done with this camera
used a laser sheet with half the thickness used for other exper-
iments, thereby effectively reducing parallax.

Automation of the system is a key for allowing acquisition
of multiple photographs in short run-time test sections,
thereby randomly capturing unsteady structures in various
stages of development. Control of this system is done by a
Macintosh II computer equipped with a digital input/output
board and solid state module switches (Fig. 3a). Computer
software controls the triggering of the lasers via a Stanford
Research pulse generator, an electro-pneumatic valve to re-
lease seed into the test section, and the camera shutter. The
timing diagram in Fig. 3b indicates the sequence of events
controlled by the computer system. Software allows the user to
select the warmup time (for laser warmup and wind tunnel
adjustment), the seed delay time (to allow seed to propagate
from the seeder valve to the test section), and the number of
photographs desired. Since the pulse rate of the lasers must be
fixed at 10 Hz, conditional sampling of PIV by external events
would only be possible for periodic events, in which case soft-
ware could be implemented to predict from input data when an
event would coincide with a laser pulse, factoring in delay
times from all inputs and outputs.

Interrogation System
After PIV negatives are obtained and processed for high
contrast (to increase signal-to-noise ratio) and contact printed
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Fig. 4 PIV interrogation system: s) equipment schematic; b) optical
components.

onto film to obtain positive images, the photographs are exam-
ined using an automated interrogation system controlled by a
*‘Dash 30"’ modified Macintosh 1I computer operating at 50
MHz. Diagrams of the interrogation system and the accompa-
nying optics are shown in Figs. 4a and 4b.

Simply explained, the average particle displacement for an
interrogation spot is determined from its spatial autocorrela-
tion function, which is derived by performing two two-dimen-
sional Fourier transforms.” This is most commonly done by
cither the ‘“Young’s fringe’’ method where the first transform
is done optically and the second is done digitally by fast
Fourier transform (FFT), or the ‘‘autocorrelation’’ method
where the original interrogation spot is digitized and both
transforms are done by digital FFTs. Although the Young’s
fringe method is faster, the autocorrefation method provides
the advantages of easier setup and increased flexibility. Imag-
ing the interrogation spot to the video cameta allows control
over image focus, image contrast, and interrogation spot size
by direct observation. Use of the Young’s fringe method re-
quires collimation of the illuminating beam to obtajn good
interference fringes from the optical transform, beam masking
to select the spot size, and the relatively difficult task of deter-
mining the *‘best’’ fringe pattern by adjustment of optics,
beam focus, and beam intensity. The speckle in typical fringe
patterns (caused by coherent light interference) makes this task
difficult, and if not done well, it can signific#htly reduce the
number of successful interrogations on a given PIV pho-
tograph. An additional advantage of the autocorrelation
method is that both the original particle images and the auto-
correlation output can be digitally recorded for a particular
interrogation spot, allowing the user to physically measure the
particle displacements and compare to the system output for
accuracy. For these reasons and the fact that interrogation
time constraints dre not particularly important in comparison
to other processing tasks, the autocorrelation method is used
for the data presented in this paper.

For this system, the completed PIV photograph is mounted
between glass plates on a two-dimensional Aerotech positioner
system to scan the photograph spot by spot with a fixed 5-mW
HeNe illumination beam and optics. The HeNe beam is passed
through a neutral density filter to control intensity, then it is
spatially filtered to eliminate high-frequency intensity varia-
tions that could add noise to the illuminated interrogation

spot. If the Young's fringe method is being used, the beam
then passes through a mask to determine the interrogation spot
size. After passing through the photograph, an imaging lens is
then chosen to obtain either the actual particle images or the
far-field diffraction pattern (optical Fourier transform) of the
interrogation spot, depending on the interrogation method
being used. A 5X microscope objective lens is used 1o obtain
particle images, while a 127-mm plano-convex lens is used to
obtain the optical Fourier transform. Finally, the image is
received by a Sierra Scientific CCD array video camers with a
HeNe bandpass filter to eliminate room light interference. The
choice of a HeNe laser is made 1o ensure uniform illumination
by use of the spatial filter, to allow interrogations in normal
room light conditions by using the HeNe bandpass filter, and
to provide the collimated light source required when Young'’s
fringe interrogations are desired.

The video image is then digitized to a 512 x 512 pixel array
by a Perceptics frame grabber board with 8-bit grayscaie (256
gray levels) and is passed to a Mercury MC3200-NU array
processor which performs FFTs and other array operations to
obtain the two-dimensional autocorreiation of the original im-
age. The array processor uses a centroidal peak-finding rou-
tine to locate up to three of the strongest autocorrelation
peaks. These peak locations are stored as the most likely image
displacements for that interrogation spot and the process is
repeated for the next spot.

After the full vector field is determined, postprocessing
must be done to refine the data. As a first pass, the vector field
is checked by a routine that looks for ‘‘bad’’ vectors that are
outside user-specified absolute limits and replaces them with
one of the secondary peaks for that location if it is acceptabie,
or with a default value to indicate a bad measurement. The few
remaining spurious velocity vectors are manually removed and
replaced with the aforementioned default value. Another auto-
mated routine then searches for default values and replaces
them with values interpolated from valid neighboring vectors
using multiple linear regression. The vector field is then
smoothed by convolution with a Gaussian kernel as described
by Landreth and Adrian® to eliminate random noise in the
vector field caused by image imperfections, video noise, and
other factors. This is crucial when spatial differentiation is to
be performed on the vector field to derive quantities such as
vorticity, since any high-frequency random error will be accen-
tuated by differentiation.

Flow Seeding

The choice of a seeding material and delivery system is key
to the successful implementation of PIV in high-speed flows.
The limitations of particle techniques hinge on production of
particies with sufficiently low slip velocity to accurately follow
high-velocity gradients in compressible flows. This also affects
the ability of seed to be carried into separated flow regions
where vortices tend to throw heavy particlés out, thereby re-
ducing seed density. The density of seed in areas of interest
also places a limitation on the spatial resolution of velocity
measurements. An additional factor is the ability of the parti-
cles to scatter sufficient light for PIV photographs, which is
dependent on particle shape and refractive index. In the devel-
opment of this system, various seed materials have been exam-
ined for slip velocity and optical performance, including atom-
ized water, atomized silicone oil, and monodispersed
polystyrene latex (PSL) spheres of various sizes. Each seed
type was used for test photographs and all were successfully
recorded on film including 0.5- and 1.0-um-diam mono-
dispersed PSL spheres. The resulting choice for high-speed
flow experiments was silicone oil seed generated by a six-jet
atomizer made by TSI, Inc. The polydispersed atomized
droplets have a mean diameter of 0.8 um as quoted by TSI and
Bloomberg,? and show good response to the velocity gradient
across an oblique shock wave.? PSL spheres of 0.5 and 1.0 um
diameter also respond well to velocity gradients, but cannot be
delivered in large enough quantities for PIV requirements.
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Test photographs also show good performance of the silicone
oil droplets for image exposure intensity and for birefringent
image shifting. The seed delivery system used for the transonic
wind-tunnel experiments presented here is & localized multiple-
tube arrangement described in further detail in the discussion
of experimental results.

Spatial Resolution

In a high image density PIV system, each individual velocity
vector is determined by the mean particle displacement in the
interrogation spot. Therefore, the spatial resolution of a data-
set is determined by the interrogation spot size as measured in
the flowfield frame of reference. To use a particular spot size,
for example | x ] mm, many requirements must be satisfied.
First, the diameter of the particle images must be small enough
to measure displacements greater than one image diameter
within the spot, since overlapping images cannot be distin-
guished. Second, the maximum displacement should be less
than approximately 25% of the linear dimension of the spot,’
in this case 250 um, to insure that a sufficient number of image
pairs will appear fully within the spot for successful inter-
rogation. This is accomplished by selecting the proper time
delay between iaser pulses for a given flowfield photograph.
Finally, the particle image density must be high enough to
provide a sufficient number of image pairs for successful inter-
rogation in all spots throughout the region of interest. The last
of these requirements is typically the most difficult to satisfy
and generally governs the choice of spot size, and thus, spatial
resolution.

Results
Interrogation System Validation

Validation of the PIV system first involved testing of the
interrogation system. As a first check on the accuracy of the
autocorrelation output and the associated image processing
software, an interrogation was performed on a known uni-
form dot pattern with a spacing of 133 dots/in. in both the
horizontal and vertical directions. The pattern is a commer-
cially produced screen PMT for :aaking copies of photo-
graphic prints. The screen was used in place of a PIV pho-
tograph on the interrogation system and was interrogated
several times at various magnifications, storing both the dot
pattern image input and the autocorrelation output. After
analysis, peaks in the spatial autocorrelation output were com-
pared to the original dot pattern. The spacing of peaks in the
autocorrelation output was found to match the center spacing
of the original dot patterr to within 1%, This is expected for
a uniform pattern since ¢ach dot correlates perfectly with it-
seif, the closest neighbor in each direction, the second closest
neighbor, etc.

Table 1 Uniform displacement photograph interrogation resulis

Photo 1 Photo 2
Ax.2 um 63.515 131.299
Ay,b um 58.523 133.153
Oax, M 2.00} 1.166
Oay, 1.929 2.153
oax/dp, % 5.72 6.19
oay/dp, %o 5.51 6.15
1AX 1,€ um 86.366 187.000
1AX | actual, #m 87 187
Interrogation spot, mm 0.8x0.8
Increment, mm 0.4
Total spots/photo 10,000
Image pairs/spot -8
Mean image diameter, dp, um ~35

*Mean interrogated x displacement.
®Mean interrogated y displacement.
TAX | = [(Ax) + (Ay)?]".

ISR o o o -

Tests were then done with known displacement simulated
PIV photographs. The most accurate simulation used photo-
sraphs of uniformly displaced image pairs. The photographs
were made by first printing a randomiy spaced dot pattern on
an 8% x 11 in. sheet. A photograph of the unpaired images
was then made on 4 x S in. Kodak Technical Pan 4415 film in
an enlarger. This unpaired-dot photograph (clear dots on a
dark background) was then attached to a transiation stage and
placed over unexposed film for contact printing. Exposures
were made with the unpaired-dot photograph in an initial po-
sition and in a second position, displaced by the translation
stage, insuring uniform image pair displacements. The result-
ing paired-dot photograph (dark dot pairs on a clear back-
ground) was then contact printed onto film, resulting in the
final paired-dot photograph (clear dot pairs on a dark back-
ground). Two photographs were made with different displace-
ments. The photographs were examined under a 14X stereo
microscope equipped with a measuring reticule marked in 5 um
increments to determine the actual mean displacements of
87 and 187 um as presented in Tabie 1. Both photographs
started with a pseudo-randomly dispersed pattern of approx-
imately 12.5 image pairs/mm?, but due to nonuniformity in
the pseudo-random dot dispersion, film flatness, film sensitiv-
ity, lighting, dust, etc., the image density on the final photo-
graphs was reduced and varied throughout the photographs.
Image diameters also varied from 20 to 50 um due to the same
photographic effects. This variation in image density, image
size, and other effects due to the printing of the images on film
creates a good simulation of real PIV photographs, except for
the lack of unpaired images which occur in real flowfield pho-
tographs due to some particles moving out of the laser sheet
between pulses.

Interrogations were made of each photograph at 10,000 lo-
cations with the results presented in Table 1. The statistics
shown were calculated using only ‘‘good’’ data falling within
=17 um of the mean displacement in each direction, which
was over 90% of the total for both photographs. The deviation
from 100% good data was due to the aforementioned dot
dispersion and photographic effects which reduced image den-
sity in some areas. Bad vector replacement and smoothing
were not done in order to preserve the full error in the interro-
gation. The photographs were interrogated with the direction
of displacement at approximately a 45-deg angle to the hori-
zontal to examine the dependence of error on variations in
both the x- and y-displacement magnitudes. The data reveal
that the standard deviation of the interrogated displacements
is approximately consiant at 2 um for both photographs. This
is an expected result since the random error in displacement
should be proportional to the particle image diameter and not
the magnitude of displacement.” Given the mean image diame-
ter d, of 35 um, the random error is approximately 6% of d,.
It should be noted that although photographic imperfections
and other factors in real PIV photographs may tend to increase
this error ratio, the use of vector field smoothing tends to
reduce the random error significantly as mentioned in the pre-
ceding discussion of the interrogation system. The mean inter-
rogated displacement for photograph 2 is taken as exactly 187
um since it was used as the reference for determining the
pixel-to-um scaling factor. The mean interrogated displace-
ment for photograph 1 matches the actuai displacement to
within 1%, which is within the error in the measurement of the
actual displacements, showing no evidence of mean bias error.

Low-Speed Round Jet

The full PIV system has been used to examine the flow from
a round free jet test stand consisting of a 6 in. long, 1 in. o.d.
tube fed by a TSI six-jet atomizer with silicone oil seed and an
adjustable diration air supply as shown in Fig. 5. The jet flows
into an 8 x 10x 48 in. test section exhausted to atmosphere.
Image shifted PIV photographs were taken on both 35 mm and
4x5 in. film. Although the jet velocity was relatively low,
experiments done with this test stand used the same equipment
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and procedures that are used for high-speed flow experiments,
including seeding, laser system, birefringent imagc shifting
optics, Kodak Technical Pan film, automated system opera-
tion, and high spatial resolution of velocity measurements.
The sole differences involve the seeder supply pressure and
film formats for the data presented. Reduced seeder pressure
(5-10 psig vs 20 psig for high-speed flow experiments) was
necessary to avoid damage to the low-speed test section, but
the effect of lower pressure and flow rate tends to reduce the
mean seed particle size. This is because atomized droplets must
rise against gravity to leave the atomizing chamber, and the
reduced flowrate carries fewer heavy particles out. The data
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Fig.5 Round jet test stand used for initia) low-speed flow spplica-
tion of PIV system.
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presented for these experiments was also taken on 4 x § in. film
while subsequent high-speed flow experiments used 35-mm
film for convenience, since film grain and image size limita-
tions were found to be acceptable. The main purpose of these
low-speed flow experiments was to demonstrate the operation
and data analysis capabilities of the system.

Particle image sizes were measured from the photographs
for determination of the minimum measurable particle dis-
placement, which must be at least one image diameter to pre-
vent overlap of pairs. Average image diameters were approx-
imately §5 um for 35-mm photographs and 35 um for 4 x S in.
photographs (in the frame of reference of the flowfield). For
a projected interrogation spot size of approximately 1 mm?,
for which the maximum measurable displacement is approx-
imately 250 um (see preceding discussion of spatial resolution), .
this provides quite sufficient dynamic range, where the dy-
namic range is the ratio of the maximum to the minimum
measurable displacement.

Determination of the mean image diameter also provides the
ability to estimate the random error of velocity measurements.
Using the information from the validation experiment re-
ported in Table 1, the standard deviation of the random error
is expected to be 6% of the mean image diameter, or 3.3 um
for the 35-mm photographs and 2.1 um for the 4 X § in. photo-
graphs. With a maximum image displacement of approx-
imately 250 um (selected by choosing the time delay between
laser pulses), the random error is 1.3% or 0.8% of the maxi-
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Mean Jet Velocity 2.05mv/s
Jet Diameter 18 mm
PIV PARAMETERS
Laser Energy 500 mJ/puise  Magnification 1.08
Laser Sheet Thickness 0.5mm Interrogation Method autocorrelation
Pulse Separation 150 us  Spot Size (in flowfield) 1.08 mm x 1.08 mm
Image Shift 100 ym transverse  Increment 0.46 mm

Fig. 6 Round jet velocity field: initial application of PIV system in low-speed jet flow.
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mum velocity (proportional to image displacement) for 35-mm
photographs or 4 x 5 in. photographs, respectively.

An example PIV photograph of the jet was then interro-
gated. This photograph was taken using Kodak Technical Pan
4415 4 x § in. film with a 120-mm lens at f 5.6. Other parame-
ters for acquisition and interrogation are shown in Fig. 6.
Before a full interrogation was done, the repeatability of the
measurements was checked by interrogating a small region of
the photograph, then resetting the positicner to its original
position and reinterrogating. The results showed perfect agree-
ment of both the first and second peak locations for the entire
4 4 grid of interrogation spots. Only the first two autocorre-
lation peaks were stored for this interrogation which was done
before third peak storage was implemented. Reinterrogation
was also done on two 5 X 5 regions (total of 50 spots) after the
full interrogation was completed, involving a positioner travel
of more than 25 mm in each direction. This resulted in 28
matches of both the first and second highest autocorrelation
peaks, 18 matches of the first peak only, and 4 nonmatches. It
should be noted that exact peak locations can vary due to
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Fig. 7 Round jet spatial mean velocity: mean velocity at each trans-
verse location of Fig. 6.
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Fig. 8 Enlarged section of round jet: a) velocity field with 0.68-m/s
axial velocity subtracted to accent flow structure; b) vorticity field
derived from velocity dsta (grayscale and overigid contours).
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Fig. 9 Schiieren photograph of flow past a finite thickmess base,
Mo =0.4 (from Ref. 13).

bidirectional positioner error over long travel distances (10
um over 7-mm travel) and random electronic noise in video
imaging.

Removal and interpolation of bad vectors for the full flow-
field showed a success rate for valid vector determination of
approximately 94%, which is quite reasonable in comparison
to other reported success rates. The final velocity vector plot
after subtraction of image shift, interpolation, and smoothing
is shown in Fig. 6. The photograph was interrogated over a
46 X 46 mm area with 0.46-mm increments in each direction,
resulting in 10,201 vectors (101 x 101). The interrogation incre-
ment is chosen to be approximately half the spot dimension to
avoid aliasing of high spatial frequency velocity fluctuations.
The full interrogation took 11 h, 18 min or 4.0 s/spot using the
autocorrelation method. Interrogations using the Young's
fringe method took 2.3 s/spot.

The mean velocity at the tube exit is approximately 2.05
m/s. Examination of Fig. 6 shows typical vortex structures at
the edges of the jet with a gradual decrease in the centerline
velocity as the jet propagates downstream. A plot of the spa-
tially averaged axial velocity component at each transverse
location is shown in Fig. 7. Although this spatial mean is not
equivalent to a time average velocity profile due to spreading
of the jet over the field of view, it does reveal a general nonuni-
formity of the flow, implying that the jet is not truly axisym-
metric. The higher velocity at the top of the tube was induced
by the flow around a bend in the flexible tubing just before the
straight section at the jet exit. Although the test flow is not
ideal, the ability to reveal such information is part of the
purpose of this experiment.

Identification of flow structures can also be done by manip-
ulating the acquired velocity data. The vortex structure in the
upper right section of Fig. 6 is shown in Fig. 8a with a portion
of the mean axial velocity subtracted and in Fig. 8b by deriving
the out-of-plane vorticity {dv/dx — du/dy } from central finite
differences of the original velocity data. Both reveal the ex-
pected dominant positive (counterclockwise) vorticity at the
upper cdge of the jet and some resuiting negative (clockwise)
vorticity between structures. The ability to obtain spatially
well-resolved velocity data for such analysis allows quantifica-
tion of turbulent flow structures by determination of vortex
strength and position. Similar analysis can be performed with
rate-of-strain, volumetric flux, and other derivative and inte-
gral quantities important in a particular flowfield to provide
information about the nature of complex high-speed flows.
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Low-pass and high-pass spatial filtering can also be done' to
reveal both large- and small-scale structures.

High-Speed Base Flow

Two-dimensional finite thickness bodies in subsonic and
transonic flows form a separated flowfield very rich in turbu-
lent structure due to the presence of the well-known von Kaér-
man vortex street wake. The schlieren photograph in Fig. 9
shows the wake behind a blunt base in a Mach 0.4 freestream.
The screw visible in the photograph was used for focusing and
is outside of the test section. The motivation for studying this
flow with PIV stems from both the fact that it exhibits a
well-defined instantaneous structure and that the mechanism
of the observed base drag reduction in the presence of a base
cavity is not completely understood.!!-¥* To resolve discrepan-
cies in previous work on this subject and to better define the
mechanisms of base cavity drag reduction, PIV experiments
are being done to quantify flow structure for various free-
stream Mach numbers and base configurations.

Modifications have been made to an existing transonic wind
tunnel for the use of PIV on two-dimensional base flows (Fig.
10). The previously fabricated tunnel has a 4 x 4 in. test section
with solid side walls and slotted upper and lower inner walls to
relieve the blockage effect of models in the transonic speed
range. To allow visualization past the aft end of base models
6-in.-diam round windcws are mounted in both sidewalls. The
base model consists of interchangeable afterbodies mounted
on a 15.24-mm-thick wedge-shaped forebody, with its up-
stream edge located approximately 17 in. downstream of the
nozzle entrance. The afterbodies include a solid base, a rectan-
gular cavity base with a depth of half the base height, and a
rectangular cavity base with a depth of one full base height.

Slot-shaped upper and lower windows have been fabricated
and installed in the outer tunnel walls for access with a verti-
cally propagating planar laser sheet for PIV. The sheet passes
through the lower window and through one of the streamwise
slots of the inner wall to enter the test section. The seed deliv-
ery is done by two TSI six-jet atomizers feeding a single %-in.
o.d. tube that enters the stagnation chamber. This tube leads
to a manifold tube that feeds eight smaller tubes directed
downstream and oriented in a transverse (vertical) plane
aligned with the illuminating laser sheet. The flow then passes
through 2-in. long, 3/16-in. cell honeycomb and a 44 x44
mesh screen with 57% open area to reduce turbulent fluctua-
tions in the supply flow. It should be noted that the screen is
cut out in the areas where the seed tubes feed through the
honeycomb. This is done because experience with LDV in this
laboratory has shown that silicone oil droplets tend to build up
on any surface perpendicular to the flow direction, causing
large drops to form and burst off, which bias velocity measure-
ments. Flow seeding behind the base is sufficient due to small
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Fig. 10 Transonic wind tunnel with slotted-wall test section and two-
dimensiona! base model.
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seed particle slip velocity allowing the motion of the alternat-
ing von Kdrman vortex street 1o carry seed into the wake.

The first experiments in this facility were done without a
base model to compare PIV velocity measurements to data
obtained with both LDV and static pressure taps. PIV photo-
graphs were taken on 35-mm Kodak Technical Pan 2415 film.
To facilitate comparison to the time-integrated pressure and
LDV measurements of velocity, PIV velocity data from a sin-
gle photograph were summed along the row at each transverse
location to obtain mean velocity components and standard
deviations were found to determine turbulence intensities.
Given that the flowfield is not evolving in the streamwise direc-
tion in this tunnel-empty case, equating spatial statistics to
temporal statistics is adequate for a first approximation, al-
though the number of samples available from a single PIV
photograph is not sufficient for highly accurate statistics. It
should be noted that there were not yet any flow conditioning
devices in the wind tunnel when these experiments were done,
the effects of which will be discussed in the following para-
graphs.

The results for mean velocity from a run at Mach 0.5 are
shown in Fig. 11a with the relevant PIV parameters. The PIV
data are compared to the mean velocity calculated with pres-
sure data from taps measuring static pressure in the test sec-
tion and total pressure in the stagnation chamber. Although
there are at most only 81 PIV measurements per data point in
this plot, the mean velocity at each transverse location varies
only slightly from the overall mean of 173.4 m/s, which is
within 2% of the mean velocity determined from the pressure
measuremernts.

A more stringent test of the accuracy of PIV lies in the
ability to measure velocity fluctuations. To this end, LDV
measurements of streamwise and transverse turbulence inten-
sity were made for comparison to the PIV data (Fig. 11b).
Because of the spatial constraint of avoiding contact between
the LDV laser and the lower wall of the wind tunnel, LDV
measurements could only be made up to a transverse location
of —12.5 mm measured from the test section centerline.
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Again, a maximum of only 81 PIV measurements was used for
the data at each transverse location, but it can be seen from the
plot that both the LDV and PIV data vary from § to 8%
turbulence intensity. Although this data lends some confidence
in the accuracy of the PIV data, it revealed undesirable
freestream turbulence in the test section without flow condi-
tioning. The aforementioned honeycomb and screen were
therefore added to the facility. PIV measurements of turbu-
lence intensity with the flow conditioning devices installed
have shown turbulence intensities of 3-5% which, while im-
proved, are still relatively high. Although LDV measurements
with flow conditioning have not yet been made due to restric-
tions on the availability of the LDV system, the high turbu-
lence intensity measured by PIV is quite likely due to turbu-
lence generated downstream of the honeycomb and screen by
the velocity gradients between the freestream and the lower
velocity seeded jets.

Experiments have most recently been done with a solid base
model in a Mach 0.4 freestream. The Mach 0.4 freestream
condition is determined by running the test section at a stagna-
tion pressure that results in a Mach 0.4 flow when no model is
present. PIV photographs using birefringent image shifting
were taken on 35-mm Kodak Technical Pan 2415 film. The
mean image diameter for the photos is approximately 40-50
pm in the frame of reference of the flowfield. Using the error
data from the validation results presented in Table 1, the ran-
dom measurement error is expected to be approximately 6% of
the mean image -Hiameter, or less than 1.6% of the maximum
particle image dispiacement.

The interpolated and smoothed velocity plot for a region
spanning approximately 2.7 base heights downstream of the
base edge is shown in Fig. 12a. The location of the base is
indicated by the cross-hatched region. The plot includes 5346
vectors (81 x 66) with an increment of 0.5 mm between vectors
and a square interrogation spot of 1.0 mm?. As with the round
jet data, the increment is chosen to be approximately half the
interrogation spot dimension to avoid aliasing of high spatial
frequency velocity fluctuations. The total interrogation time
was 6 h, 15 min or 4.2 s/spot using the autocorrelation
method. The success rate for valid vector determination was
80% overall including edge regions where seed density

e

dropped off, and approximately 90% in the wake region
within the upper and lower edges of the base. The presence of
interrogated particle images at the vortex centers also indicates
that submicron oil droplets are being recorded on film since
centripetal acceleration forces all but the smallest particles out
of the vortex centers as they travel downstream. Using an
estimate from Fig. 12 of the centripetal acceleration in a vortex
and using the Stokes flow drag law, the slip velocity of a 1 um
diam silicone oil sphere was found to be approximately 15
m/s, which would carry the particle more than 2 mm away
from the vortex center by the time it moves one base height
downstream of the base edge. Therefore, the velocity data
obtained at the vortex centers must be obtained from submi-
cron particles.

Figure 12a includes all interrogated velocity vectors to indi-
cate the full resolution of the measurements. Although the
wake structure is somewhat evident in Fig. 12a, it is accentu-
ated in Fig. 12b which has the velocity vector field overlaid on
a grayscale representation of the vorticity. Only every other
vector is plotted in Fig. 12b in the interest of clarity. The
vorticity plot reveals the fragmentation of the main vortices
and the presence of lower intensity small-scale turbulent struc-
tures of about 3 mm diameter throughout the flowfield. The
source of these structures is presently unknown. They may be
due to high freestream turbulence levels, but an estimate of the
Taylor microscale for this flowfield using mean velocity gradi-
ent data was found to be 2.67 mm, suggesting that the struc-
tures may be a secondary feature of the vortex street wake.
Additional data is required with reduced freestream turbulence
levels and various freestream velocities to make a more definite
determination, but the more important fact at this point is that
the PIV technique has shown the capability to reveal and quan-
tify flowfield structure not found in previous work.

Conclusion
A complete PIV system has been developed for application
in separated high-speed flows. Successful demonstration in
both low- and high-speed flow validation experiments along
with analysis of known displacement photographs has shown
the capability for accurate velocity measurement with the use
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of submicron seed particles and birefringent image shifting.
Analysis of a high-speed separated flowfield has also been
done with a spatial resolution of 1.0 mm? per interrogation
spot (measured in the flowfield frame of reference). This im-
provement in the spatial resolution of the PIV technigue in
compressible flows increases the capability for determination
and quantification of small-scale turbulent structures and
stands to provide important data for turbulence modeling,
numerical simulations, and analysis of complex flowfields.

Future work in the area of subsonic and transonic base flows
will concentrate on reduction of freestream turbulence, adjust-
ment of the acquisition system optics for improved perfor-
mance, and improvement of seeding uniformity, which has
been the most chalicging problem to this point. The result will
be a quantitative analysis of base cavity effects on wake struc-
ture for the determination of the fluid dynamic mechanisms
governing base cavity drag reduction.
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Abstract

An experimental study of the effects of velocity bias in single realization laser Doppler
velocimetry measurements in a high-speed, separated flow environment is reported. The objective
of the study is to determine a post-facto correction method which reduces velocity bias after
individual realization data have been obtained. Data are presented for five velocity bias correction
schemes: inverse velocity magnitude weighting, interarrival time weighting, sample and hold
weighting, residence time weighting, and the velocity-data rate correlation method. These data were
compared to a reference measurement (saturable detector sampling scheme); the results show that
the interarrival time weighting method compares favorably with the reference measurement under

the present conditions.

1 Imtroduction

Laser Doppler velocimetry (LDV) has become a popular experimental tool to measure the
velocity field in a variety of fluid dynamic environments. Due to its non-intrusive nature and ability
to discriminate flow direction, LDV is well-suited for applications involving large regions of flow
separation. The current study is part of an experimental program investigating the separated, near-
wake flowfield behind a body of revolution immersed in a supersonic freestream. Characterizing the
mean and turbulent velocity fields downstream of the base surface with a two-component LDV
system, including the large separated region immediately downstream of the base, has been the focus
of the research; hence, a detailed investigation of the accuracy of LDV measurements in this flow
environment is necessary. The present paper describes an experimental study which examines the
effects of velocity bias on LDV data in high-speed, separated flows and compares traditional

methods to correct for this bias.
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When individual realization LDV measurements are made in turbulent flows, a velocity bias
caused by the correlation between the data sampling process and the magnitude of the instantaneous
velocity exists. McLaughlin and Tiederman (1973) first recognized this bias and showed that its
magnitude was proportional to the square of the local turbulence intensity. This result can be used in
a qualitative sense to determine if and when the effects of velocity bias are appreciable. In
supersonic base flows, turbulence intensities are generally large in the separated shear layer,
especially near the point of reattachment (Amatucci et al., 1992). The magnitude of velocity bias
present in individual realization data taken in this region can, therefore, be significant.

Several techniques to eliminate the velocity bias have been proposed, and most fall into two
general categories: post-facto correction methods and sampling methods. Techniques in the former
category generate correction factors for the individual realizations that are used in computing the
mean flowfield quantities. The following equation is used to calculate the ensemble-averaged value
of the arbitrary velocity statistic x:

2 X W

1
X Wi )

<X>=

where w is a weighting factor and the summations are taken over the entire ensemble (wj = 1
corresponds to the totally biased, individual realization case). Several forms of the weighting factor
have been proposed including the inverse velocity magnitude (McLaughlin and Tiederman, 1973),
particle interarrival time (Hoesel and Rodi, 1977), and particle residence time (Buchhave and
George, 1978). The second category of techniques to eliminate velocity bias are methods which
attempt to reconstruct a time series with the same statistics as that of the turbulent flow. Commonly
used methods which fit into this category include the controlled processor (Erdmann and Tropea,
1981), saturable detector (Edwards, 1978), and sample and hold processor (Dimotakis, 1976). While
the controlled processor and saturable detector are sampling techniques which utilize only a fraction
of the LDV data available, the sample and hold processor reconstructs a time series using the entire
data ensemble which makes it attractive for high-speed flow applications with limited wind tunnel

run times.




The task of deciding which method best eliminates the effects of velocity bias can be difficult
considering the several conflicting recommendations in the literature. This is especially true in high-
speed tlow applications where only limited experimental verification of velocity bias effects exists
(e.g., Petrie et al., 1988). Differences between high-speed and low-speed flows which can have
significant effects on velocity bias include flow time scales, seed particle concentrations, and
compressibility effects. In addition, another important constraint on choosing a velocity bias
correction method for high-speed flows can be the limited run time of conventional blowdown-type
wind tunnels. Typical wind tunnel run times and relatively sparse seed densities generally preclude
the use of sampling methods to correct for velocity bias in high-speed flows. Hence, a post-facto
correction method (Equation 1), which can be used with the entire data ensemble to reduce the
effects of velocity bias after data acquisition has been completed, is desired.

In the present study, an objective comparison of the different correction methods for velocity
bias is made. The main motivation of the research is to determine experimentally which post-facto
correction methods are best suited for high-speed, separated flow applications with typical seed
concentrations and turbulence intensity levels. In addition, obtaining experimental data concerning
the effects of velocity bias on mean velocities, turbulence intensities, and the Reynolds shear stress
in high-speed, separated flow will add to the current understanding of the problem in this flow

environment.

2 Experimental Apparatus

The experiments described herein were conducted in a blowdown-type wind tunnel located in
the Gas Dynamics Laboratory at the University of Illinois. As previously mentioned, this wind
tunnel is being used to study the supersonic, axisymmetric base flow problem. A schematic diagram
showing the general features of the near-wake behind a circular cylinder (verified by schlieren
photography in the present case) is shown in Fig. 1. As the turbulent boundary layer separates from
the afterbody, a free shear layer is formed which separates the outer inviscid flow from the

recirculation region immediately behind the base. The shear layer undergoes a recompression-




realignment process to satisfy the symmetry condition, and a wake develops downstream of the rear
stagnation point.

Two-component LDV data have been acquired throughout the near-wake; however, the
detailed velocity bias study presented herein will consider only one representative traverse across the
shear layer. The location of the traverse (shown in Fig. 1) is at a downstream distance of x/R = 1.6
from the base plane where R is the radius of the afterbody (R = 31.75 mm). The LDV data obtained
at this location contain several attributes commonly found in high-speed separated flows, including
large variations in mean velocity (+605 m/s in the freestream to -160 m/s along the centerline) and
large turbulent fluctuations (local turbulence intensities of up to 400%). Due to the relatively large
data ensembles required to obtain the reference measurements (saturable detector scheme) in the
present experiments, twenty wind tunnel blowdowns were required to obtain the entire traverse of
LDV data.

, The LDV system employed was a TSI Inc. two-component unit with conventional optics and
Bragg cell frequency shifting (40 MHz) to eliminate fringe blindness and discriminate flow
direction. The LDV measurement volume was approximately 120 pm in diameter and 700 um in
length with a nominal fringe spacing of 10.5 um. Doppler frequencies were measured with a TSI
Inc. IFA-750 autocorrelation processor which was completely integrated with a Gateway 2000 486-
33 personal computer for automated data acquisition. Use of the IFA-750 in the present experiments
provided measurements of the interarrival time and the particle residence time with each velocity
measurement. Seed particles were generated by a conventional six-jet atomizer filled with silicone
oil which has been shown (Bloomberg, 1989) to produce mean particle diameters of 0.8 um. The
effective Stokes number at the measurement location was approximately 0.15 which was sufficiently

small to avoid any significant particle lag effects.

3 Experimental Technique
In order to make an objective comparison between different velocity bias correction
techniques, it is necessary to establish a reference measurement. Once the reference is established,

different post-facto correction techniques are applied to the same raw data ensembles as used in the
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reference data. Subsequently, a simple side-by-side comparison of the results obtained with different
correction techniques to the reference is performed in order to investigate the effects of velocity bias
in the current flow environment. In the sections that foliow, the reference measurement will be

described and the five post-facto correction schemes to be examined will be discussed.

3.1 Reference Measurement

Establishing a reference measurement for LDV data in high-speed, separated flows has been
the primary problem in identifying the effects of velocity bias under these conditions. Hot-wire
anemometry, a useful tool in attached flows with relatively low turbulence levels, cannot be used
accurately in high-speed separated flows due to its intrusive nature and unreliability at high
turbulence intensity levels. In the current study, the saturable detector sampling technique is used as
the reference measurement. A description of the technique and a discussion of its applicability to the
present measurements are presented below.

The saturable detector scheme is shown in Fig. 2. During data acquisition, the detector is
disabled for a period T after a measurement is recorded, thus introducing a dead time in the
acquisition process when no measurements are possible. In practice, most individual realization
systems are saturable detectors with small T such that nearly every particle crossing occurs while
the processor is enabled. The saturable detector has been used successfully by a number of
researchers to minimize the effects of velocity bias in low-speed flows (Stevenson et al., 1982;
Adams and Eaton, 1985; Craig et al., 1986).

The saturable detector scheme belongs to the general class of sampling techniques known as
controlled processors. These techniques can remove the dependence of sampling rate on flow
velocity and, therefore, provide unbiased LDV data. It has been established (Edwards and Jensen,
1983; Gould et al., 1989; Winter et al., 1991) that the success of controlled processors in eliminating
velocity bias effects is dependent on the relative magnitudes of three time scales: the local integral
time scale of the flow (Ty), the LDV measurement time scale (Ty), and the controlled processor

sampling time scale (Ts). In this context, the integral time scale of the flow describes the




"persistence” time of the energy-containing turbulent eddies; the measurement time scale is merely
the inverse of the mean data rate. For an LDV system with high integral scale data densities (Ty/Tm
» 1), several authors (Gould et al., 1989; Winter et al., 1991; Tummers et al., 1992) have suggested
that the following two criteria must be met in order for a controlled processor to produce bias-free
results:

T/Tm>5 and TyTp>5 2
In the current study, the integral time scale of the flow was estimated from the results of Gaviglio et
al. (1977) who used hot-wire anemometry to measure values of approximately Ty = 2 s in a similar
supersonic, axisymmetric base flow experiment. This value is also approximately equal to the shear
layer eddy rollover time (b/AU) calculated using the current conditions. The measurement time scale
is dependent on the signal-to-noise ratio of the Doppler signal, the LDV processor capabilities, and
the seed concentration in the flow. Mean coincident data rates ranged from 3000-10000 samples per
second in the present experiments, yielding an average measurement time scale of approximately Ty
= 150 pus. The sampling time scale Tg was varied experimentally from 0.1-10 times the measurement
time scale.

A comparison of the relative time scales (with Tg = 10Tp,) indicates that T¢/T, = 750 which
approaches the definition of the one-shot processor (Tg/Ty — o) as given by Erdmann and Tropea
(1981,1984). These authors showed analytically that the one-shot processor was capable of
eliminating the effects of velocity bias as tfxe integral scale data density, Ty/Ty, approaches zero. In
the current study, Ty/Ty = 0.01 which, according to the results of Erdmann and Tropea (1981, 1984),
seems to justify the use of the saturable detector scheme as a means to reduce velocity bias in this
case. Note that the present conditions are far different from those established for bias-free sampling
in the high data density casc (Equation 2). Several authors have cast doubt on the conclusions of
Erdmann and Tropea (1981,1984) for one-shot processors (Edwards and Jensen, 1983; Edwards,
1987; Winter et al., 1991) suggesting that, instead of eliminating the velocity bias at very low data
densities, the one-shot processor approaches the totally biased individual realization case. The large

discrepancy between these results must be resolved by experimental means; however, to the authors'




knowledge, no experimenta' jata at the very low data densities of the present experiment have been
obtained previously.

The saturable detector scheme in the present case was implemented in software by processing
relatively large data sets (20,000-25,000 realizations per ensemble) with various sampling time
scales, Ts. The dependence of the mean velocities, turbulence intensities, and Reynolds shear stress
on the normalized sample inte:val, T/ Ty, was investigated by altering (in software) the value of T;
starting at very small values to simulate the totally biased individual realization case and increasing
until TyTy = 10. Figure 3 is a plot of the mean axial velocity, axial root-mean-square (rms) velocity
fluctuation, and Reynolds shear stress as a function of the normalized sample interval at a location
near the inner edge of the shear layer where the local turbulence intensity is approximately 138%.
This plot is representative of the results obtained throughout the regions of large turbulence intensity
in the shear layer (i.e., regions where velocity bias effects should be largest) and are similar to the
ones shown by Stevenson et al. (1982) and Craig et al. (1986). As Fig. 3 indicates, all three velocity
statistics are dependent on the normalized sample interval for T¢Ty < 5 and reach constant values
(indicated by the * subscript) at larger normalized sample intervals. This trend has also been
observed by Winter et al. (1991) and Tummers et al. (1992) who point out that, although the
asymptotic behavior at large T¢/T indicates a reduction in velocity bias, it does not by itself
guarantee the total elimination of velocity bias unless Ty/Ty> 5 (i.e., high data density case). In the
present case, the constant values for T¢/Ty, > S differ from those of the individual realization case
(T¢Tm — 0) which suggests that the saturable detector does indeed reduce velocity bias in this low
data density environment, in agreement with the findings of Winter et al. (1991) and Tummers et al.
(1992). Therefore, it is believed that the data obtained using the saturable detector scheme and

T¢/Tm > 5 can be used as a reference for comparison with post-facto correction methods.

3.2 Post-Facto Correction Methods
A brief review of the five post-facto correction methods that are compared in this paper will

now be presented. Along with identification of the velocity bias problem, McLaughlin and




Tiederman (1973) also provided the first velocity bias correction method: the inverse velocity
magnitude correction. In the nomenclature of Equation 1,

wi=]vi| ©)
where V;j is the velocity magnitude of the ith realization. This correction method was originally
derived for incompressible, one-dimensional flows but has been used significantly in a wide variety
of fluid dynamic environments (e.g., Amatucci et al., 1992; Abu-Hijleh and Samimy, 1989).
Oftentimes, a direct measurement of the total velocity vector is not possible so that assumptions
must be made concerning the contributions from any unmeasured components. Nakayama (1985)
and Petrie et al. (1988) suggest methods to estimate the third component of velocity in a two-
component LDV data set. The effects of the three-dimensional correction, however, were shown to
be significant only when both measured mean velocity components were negligible. In the present
case, either the axial or radial mean velocity was always significant such that a three-dimensional
correction was not necessary.

Weighting each velocity realization with the particle residence time in the LDV measurement
volume, w; = T, has also been suggested as a method to correct for the effects of velocity bias
(Hoesel and Rodi, 1977; Buchhave and George, 1978). This method is founded on the inverse
relationship between particle residence time and velocity. The performance of residence time
weighting should be independent of the number of components measured but degrades as velocity
magnitudes increase due to hardware accuracy and resolution limitations of the residence time
measurement. Residence time weighting is the most difficult of the five post-facto correction
methods to implement in practice due to the difficulties in making accurate measurements of t;.

Barnett and Bentley (1974) concluded that weighting the individual velocity realizations by
the interarrival time between successive particles was a viable method to remove any velocity bias
effects. That is, w; = tj - ti.] where t; is the absolute time of arrival for particle i. Barnett and
Bentley (1974) also suggested that long time delays relative to the characteristic time of the turbulent
fluctuations (i.e., T¢/Ty » 1) destroy any correlation between instantaneous velocity and sampling

rate. As previously mentioned, this hypothesis has still not been adequately investigated for high-




speed separated flows. A variation on the interarrival time weighting method is the sample and hold
technique (Dimotakis, 1976; Adrian and Yao, 1987) which weights the individual realizations by w;
= ti+1 - 4. Although Winter et al. (1991) suggested that the interarrival time weighting and sample
and hold weighting methods should yield the same results at all data densities, they will both be
investigated and compared in the present experiments.

The last velocity bias correction method that will be investigated is the velocity-data rate
correlation method described by Meyers (1988). Using this technique, the persistence time of the
flow and the correlation coefficient between the instantaneous velocity and data acquisition rate are
estimated from individual realization LDV measurements. The LDV data ensemble is subsequently
sampled once during each persistence period of the flow to yield a new ensemble of statistically
independent measurements. To correct for velocity bias effects, the sampled data are normalized by
the average number of LDV realizations following a sampled velocity within an average persistence
interval. This technique is actually a mix between sampling and correction techniques, but since it
can be applied after data acquisition to any ensemble of individual realization LDV data, it is a

feasible correction technique for high-speed flow applications with limited wind tunnel run times.

4 Results

In order to document the effects of velocity bias at different locations across the shear layer,
the reference data (saturable detector) are compared to the unweighted individual realization data in
Fig. 4. The velocity bias effects on the mean axial velocity (Fig. 4a) follow the expected trend with
mean velocities from the individual realization case being consistently higher than the reference data
in the high turbulence intensity regions of the shear layer (near /R = 0.5). In the outer freestream
flow, the velocity bias is negligible as expected. Note that as the mean axial velocity changes sign
¢ntering the recirculation region, the velocity bias acts to increase the magnitude of the reversed
velocity. At the U = 0 location, the effects of velocity bias are negligible due to the symmetry of the
velocity histogram about the origin and the competing effects from positive and negative realizations

(Adams and Eaton, 1985). The mean radial velocity component (Vi) in the shear layer was also




affected by velocity bias in a manner similar to the mean axial velocity with the magnitudes of the
individual realization data generally exceeding the reference values.

The effects of velocity bias on the axial rms velocity fluctuation (o) and Reynolds shear
stress (<u'vy'>) are shown in Figs. 4b and 4c, respectively. Note that a global definition of
turbulence intensity (6y/Ux) is used in Fig. 4b instead of the typical local definition (o,/U) to isolate
the effects of velocity bias on the rms velocity fluctuation alone. As is typical of separated shear
layers, a strong peak in the turbulence intensity and shear stress exists where intense turbulent
mixing and energy exchange dominate the flow. In the present case, the peak values occur relatively
near the U = 0 location such that velocity bias effects do not distort the magnitudes of the local
maxima. However, the effects of velocity bias are significant in the regions of the shear layer where
the mean velocity is moderate and turbulence intensity is large (e.g., i/R = 0.55). Velocity bias tends
to decrease the magnitudes of both the turbulence intensity and shear stress independent of the
direction of the local mean velocity. In addition, velocity bias effects in the separated region are
reduced compared to those in the outer part of the shear layer even though local turbulence
intensities are similar. The radial rms velocity fluctuation (oy;) was also determined and exhibited
trends similar to those shown in Fig. 4b for the axial component. The differences between the
saturable detector and individual realization data once again suggest the ability of the sampling
method to reduce velocity bias effects in agreement with the findings of Winter et al. (1991) and
Tumaaers et al. (1992).

The same raw data ensembles that were processed in software using the saturable detector
scheme were also processed with the different post-facto correction techniques discussed above. A
comparison of the results obtained with each correction technique will now be presented. Figure 5
shows the reference mean axial velocity profile along with the data from the five post-facto
correction methods (in this and subsequent figures, the comparison between the five correction
methods is shown on two separate plots for clarity). As shown in Fig. 5a, the inverse velocity
magnitude weighting factor tends to overcorrect (in comparison to the reference data) for the effects

of velocity bias both above and below the U = 0 location in the shear layer. This may be due, in part,
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to the three-dimensional nature of the flow as well as non-uniform seeding effects. The interamrival
time weighting, sample and hold weighting, and velocity-data rate correlation methods all compare
favorably with the reference measurement whenever U > 0, but in the recirculation region, the
interarrival time weighting is superior. In general, the residence time weighting factor tends to
overcorrect the data in comparison to the reference measurement across the entire traverse although
to a lesser degree than the inverse velocity magnitude technique. All five post-facto correction
techniques yield similar results in regions of the flow where velocity bias effects are negligible such
as the freestream and U = 0 locations.

As Fig. 4 indicates, the effects of velocity bias are not limited to the mean velocity, but are
quite important in accurately determining the turbulence moments as well. Figure 6 is a plot of the
axial turbulence intensity profile as determined by the reference measurement and the five post-facto
correction methods. The differences in performance of each correction technique become more
evident here, with the profile significantly distorted by the inverse velocity magnitude and residence
time weighting methods. A translation of the peak turbulence intensity location radially outward is a
result of both of these methods, and turbulence intensity values vary considerably from the reference
data across the shear layer. As in the mean velocity, the interarrival time and sample and hold
weighted turbulence intensity distributions agree quite well with the reference data. The velocity-
data rate correlation method also agrees with the reference data throughout most of the profile;
however, the profile becomes distorted near the peak turbulence intensity location. A similar
comparison was also done for the radial turbulence intensity with each correction method behaving
in a similar manner as that indicated in Fig. 6.

A comparison of the Reynolds shear stress profiles as calculated by the five post-facto
correction methods is shown in Fig. 7. Again, the differences between methods are significantly
more apparent than in the mean velocity. Much like in the turbulence intensity, the inverse velocity
magnitude correction significantly distorts the form of the shear stress profile and yields a peak
magnitude that is reduced from the reference measurement. The interarrival time weighting closely

follows the reference data throughout the entire profile. The sample and hold weighting method also
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agrees reasonably well with the reference measurement throughout most of the profile. ‘rThe
residence time weighted profile exhibits a peak which is displaced outward from the actual peak
location and shear stress values which differ significantly from the reference data in the high
turbulence intensity region of the traverse. Also, the velocity-data rate correlation method yields a
peak shear stress value which is 10% larger in magnitude than the reference value, although most of
the profile agrees well with the reference data.

In addition to comparing the respective profiies of mean velocity, turbulence intensity, and
shear stress from each correction method, a measure of the agreement of each technique with the
reference can be made by summing the differences between the corrected data and the reference data
across the entire profile. The rms difference for each correction method is calculated by the

following equation:

Z (x-Xj )2
mmns difference = -'L—N—— 4)

where x is any mean or turbulence statistic (e.g., U or <u'v’>), X is the reference value of x at
location j, and N is the number of measurement locations across the traverse. Figure 8 shows the
mms differences for the mean velocities, turbulence intensities, and Reynolds shear stress. In this
figure, each rms difference is normalized by the maximum reference value of the statistic for the
entire traverse in order to show the sensitiﬁty of each statistic to velocity bias correction methods.
Figure 8 clearly indicates that the interarrival time weighting method provides the best agreement
with the reference in the present experiments. Agreement between the saturable detector scheme at
Tg/Tm > 5 (reference technique) and the interarrival time weighting method has also been found in
several previous velocity bias investigations at higher integral scale data densities (Adams and
Eaton, 1985; Loseke and Gould, 1991; Winter et al., 1991). As expected, the sample and hold
weighting technique provides results which are nearly equal to those of the interarrival time
weighting method (Winter et al., 1991). On the other hand, the inverse velocity magnitude and
residence time weighting methods produce mean and turbulence statistics that are in significant

disagreement with the reference data. The sensitivity of the turbulence statistics (particularly the
12
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Reynolds shear stress) and radial mean velocity to the effects of velocity bias are clearly shown. The
quantity which is generally used to demonstrate velocity bias effects, the mean streamwise velocity,

is the least sensitive to the various correction methods, which may account for the large

discrepancies in the literature as to the superior correction method for a particular flow environment.

S Discussion

As the previous results indicate, choosing an adequate velocity bias correction method can
have a large effect on the accuracy of mean velocities and turbulence statistics obtained with
individual realization LDV systems. Use of a post-facto correction technique is generally necessary
in supersonic, blowdown-type wind tunnels due to limited wind (unnel run times. In the high-speed,
separated flow environment of the present study, the interarrival time weighting method has been
shown to agree closely with the reference saturable detector method which reduces velocity bias. In
a similar velocity bias study in a low-speed (20 m/s) separated flow with comparable turbulence
intensities, Loseke and Gould (1991) also showed that the interarrival time weighting method can
reduce velocity bias as long as Bragg cell bias (Meyers and Clemmons, 1978) is non-existent. The
IFA-750 signal processor used in the present experiments ensures a single measurement for each
Doppler burst using a burst centering procedure, thus eliminating any bias due to the Bragg cell
frequency shifter. A brief summary of some of the important experimental aspects which may have
contributed to the performance of each post-facto correction technique examined here will be
presented below.

The inverse velocity magnitude weighting factor was shown to be unreliable throughout the
middle region of the shear layer where turbulence intensities are large. This conclusion was also
reached by Hoesel and Redi (1977) and other authors who stated that this method is restricted to low
turbulence intensity environments. In addition, the effects of compressibility may cause erroneous
results using this method since the rate at which particles cross the measurement volume is
proportional to the mass flux (pV) which, for compressible flows, can be significantly different than
the dependence on velocity (volume flux) alone. Lastly, the effects of non-uniform seeding, which

was undoubtedly present in the current experiments due to the role of large scale turbulent structures
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in particle entrainment and transport, can cause additional errors in velocity bias correction by the
inverse velocity magnitude technique.

The main problem encountered when implementing the residence time weighting scheme for
velocity bias correction is the resolution and accuracy of the residence time measurement. In the
IFA-750 processor, the residence time measurement is made with a resolution of 32 ns which, for
many flow applications, may be sufficient. However, in high-speed flows the large instantaneous
velocities and the small measurement volume dimensions which are necessary for adequate spatial
resolution combine to make particle residence times very small. For example, in the present
experiments freestream velocities as high as 605 m/s were measured with a measurement volume
diameter of 120 um which yields a particle residence time of 198 ns. In turmn, this results in a worst-
case residence time uncertainty due to measurement resolution of £16%. In addition, the residence
time measurement is user-dependent since the start and end of a Doppler burst are determined by a
threshold level which is set by the user. The combination of these effects makes the residence time
weighting technique difficult to implement accurately in high-speed flows.

The interarrival time weighting method was shown to be reliable in reducing velocity bias in
the present high-speed, separated flow. Figure 9 shows representative velocity histograms from the
inner edge of the shear layer generated with uncorrected individual realization data and the same
data after interarrival time weighting. The bias toward higher velocity magnitudes, clearly present in
the unweighted data, appears to be corrected by the interarrival time weighting (i.e., the corrected
histogram is normally distributed). Of course, when implementing the interarrival time method, an
accurate technique to measure the time-between-data {tbd) must be used. In the present experiments,
an absolute time stamp with 1 ps resolution was output with each velocity realization, such that the
tbd was determined by differencing successive time stamps. Therefore, the uncertainty due to
resolution of the tbd measurement was constant for each realization in the ensemble, as opposed to
typical counter-type processors which yield tbd measufements with varying resolutions, thereby

causing error accumulation throughout the ensemble. Of course, the previous comments regarding
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the implementation of the interarrival time weighting method also directly apply to the sample and
hold weighting technique.

The present results suggest that the concept of the velocity-data rate correlation method in
low data density environments must be altered from its original form (Meyers, 1988). The
calculated persistence time, which is an important part of the debiasing scheme, must differ from the
integral time scale of the flow (as defined in the original version of this method) in the low data
density case since Ty » Ty. Although Tummers et al. (1992) suggested that the use of this method
was restricted to cases involving high data densities, the present investigation revealed that it was
capable of detecting the velocity bias in low data density environments. Figure 10 is a typical
velocity-data rate correlation histogram generated with data from the inner edge of the shear layer
which shows the dependence of the data rate on the total velocity. Note that in the central region of
the histogram where most of the realizations occur, the data rate dependence is almost linear as
suggested by McLaughlin and Tiederman (1973). In the present investigation, the calculated
correlation coefficient between velocity and data rate varied from approximately zero in the
freestream to a peak value of 0.29 near the inner edge of the shear layer (t/R = 0.35). The
magnitudes of the correlation coefficient are similar to those measured by Tummers et al. (1992) in a
low-speed wake flow. The correlation coefficient was found to be a reliable indicator of the degree

of velocity bias present at any spatial location.
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SUPERSONIC BASE FLOW EXPERIMENTS IN THE NEAR-WAKE

OF A CYLINDRICAL AFTERBODY
JL. Berrin® and 1.C. Dutton™
University of lllinois at Urbana-Champaign
Urbena, Iiinois
Absiract )

The near-wake of a circular cylinder aligned 8 = boundary layer thickness
with a uniform Mach 2.5 flow has been experimentally §" = displacement thickness
Wuamwwwyfam 9 = momentun thickness
purpose. Mean static pressure measurements were vy = kinematic viscosity at wall
used to assess the radial dependence of the base I = wake strength parameter

and the mean pressure field approaching ¢  =root-mean-square vake
scparation. In addition, two-component laser Doppler <> = ensemblo-gveraged value
velocimeter (LDV) measurements were obtained () = finctoating value
throughout the near-wake including the large separated
region downstream of the base. The primary objective Suhscrips
of the rescarch was t0 gain s better understanding of 1 = condition at nozzie exit
the complex fluid dynamic processes found in bese = condition at base
supersonic base flowfields including separation, shear u = axial component
evvametry, 50 subsoqucat dovelopmend of e ake, - ialcooponent
symmetry, and subsequent opment of the 2 - .

Results indicate relatively large reverse velocities and w component
uniform turbulence intensity levels in the separated Introduction

region. The separated shear layer is characierized by
high wrbulence levels with & swrong peak in the inner,
subsonic region which eventually decays through
reattachment as the wake develops. A global
maximum in twrbulent kinetic energy and Reynolds
shear stress is found upstream of the reattachment
point which is in contrast to data from the reattachment
of a supersonic shear layer onto a solid wall.

Nomenclature
= skin friction coefficient
-dnmens:otwnsptusmecoefﬁcnem
= compressible shape factor, 5° /0
= Mach number

4«~sscs~w-:v~za99
é
2
»

** Professor, Department of Mechanical and
Industrial Engineering, Associate Fellow AIAA

Copyzigit © 1993 by the Amaricen Institse of Aarcmectics
and Astronsitics, Inc. Al rights resarved.

_ The low pressures that act in the base region

acrodynamic

missiles, rockets, and projectiles. In order 10 further
ephance vehicle performance, however, 3 more
complete understanding of the complex fluid dynamic
processes that occur in base flowfields is necessary.
Past experimental efforts have provided an adequate
description of the overall flowfield structure and some
parametric trends, but very little detailed quantitative
dsta exists, especially for supersonic flows. In fact, a
compehennvemeyofmeavuhblcexpmmennl
data on axisymmetric base flows was
underiaken by GARTEUR AcumGtonpAGmi
After an exhaustive search, the group concluded that
no accurate, well-documented experimental data
existed for the near-wake flowfield in supersonic,
axisymmetric flow. Relisble trbulence information in
d:ebasexcgmnnespecunymwhwhma
problem in numerical predictions of these
flowficlds (see Refs. 3-5). Clearly, the practical
importance of increasing the understanding of
axisymmetric base flowfields lies in the ability to
someday contro) the near-wake flow interactions such
that base drag can be reduced and vehicle stability and
control can be enhanced.

A schematic diagram of the mean flowfield
structure in the near-wake of a cylindrical afterbody
aligned with a supersonic flow is shown in Fig. 1. The
supersonic afterbody freestream flow undergoes a
strong expansion centered at the base comer as the
turbulent boundary layer separates geometrically from
the body. A free shear layer is formed which separates



the outer inviscid flow from a relatively large
recirculation region immediately downstream of the
base. The intense turbulent mixing and eaergy
exchange that characterize the free shesr layer are
important in determining the flowfield properties
throughout the near-wake including the recirculation
region. As the free shear layer approaches the axis of
symmetry, 8 recompression process occurs which
eventually realigns the flowfield with the axis. A rear
stagnation point, where the mean velocity vanishes, is
located on the ceaterline and separates the
recirculation region from the wake which develops
downstream.

The early theoretical for wrbalent base
flows developed by Korst® prompied several
expmmnl investigations which attempted to gather

information necessary to complete the
theay . However, many experimental problems,
mcludmg improper model mounting, probe
interference effects, and lack of flowfield symmetry,
hamperedmeseeﬁomwhwhmultedmdanof

body as well as the sensitivity of the separated region
downsuumoflhcbasetowindumnelinmfam
effecis!1. Perhaps the most comprehensive previous
study of supersonic power-off base flows was
undertaken by Gaviglio et al.12 using a hot-wire
ancmometer. The overall inviscid flow structure and
downsoweam wak= properties were determined;
however, the recircu.-tion region directly behind the
base was not investigated due to possible probe
interference effects which limits the utility of the data.
Neale et al.13 investigated the mean velocity field
behind a circular cylinder with a pitot-static probe but,
again, bypassed the separated region. Clearly,
accurate ecxperimental measurements in the
recirculation region downstream of the base require
non-intrusive diagnostic techniques. Laser Doppler
velocimetry (LDV) is a non-intrusive velocity
measurement tool well-suited for such flows.
Delery!4 used LDV to successfully document the
near-wake of a subsonic, axisymmetric base flowfield.
Detailed mean velocity and turbulence data were
gathered throughout the near-wake and provide a good
data base for the subsonic case. Amatucci et al.1d
made similar LDV measurements in a supersonic, two-
stream flowfield with a two-dimensional base that
modeled the power-on case; however, the effects of the
more practical axisymmetric configuration were not
investigaicd. Heltsley et al. 16 used LDV o investigate
the flowfield downstream of a transonic,
axisymmetric, power-on base flow but encountered
experimental problems throughout the measurements.
In the current study, experiments were
conducted to document the entire near-wake flowfield
structure behind a cylindrical afterbody immersed in a
supersonic flow. Detailed LDV measurements were
made in order to obtain a better understanding of the
fluid dynamic processes throughout the near-wake
including separation, shear layer growth and
development, reattachment, and wake redevelopment.

Toumwmmmmu
first detailed investigation of the mean and wrbulent
velocity fields inside the recirculation regios in a
sapersonic base flow. In addition, the data provided
of supersonic, axisymmetric base fiows.

Experimental Facility and Instrumentation
¥Wind Tunnel Facility
The experiments were conducted in 2
supersonic, blowdown-type wind tunnel designed
solely for the smdy of axisymmetric base flows.
Figure 2 is a schematic diagram of the axisymmetric
wind tunnel facility which is located in the University
of Illinois Gas Dynamics Laboratory. Dry,
compressed air passes from the stagnation chamber
through 8 flow conditioning module consisting of
screens and honecycomb (used 0 dampen any large
scale dishrbances generated in the air supply process
undmminimiuﬁmqn‘hnhcelevek)nd
finally 0 the converging-diverging supply nozzic. The
pressure and temperanure in the chamber
were consistently maintained at 515 + 2.8 kPa and 294
+ 3 K, respectively. The noxzie takes an annular shape
due 10 the ceatral sting which supports the base model
from upstream to prevent any interference with the
near-wake flowfield. The cylindrical afterbody meed in
the present experiments is 63.5 mm in diameter and is
attached by intemal threads to the sting. Physzical
supports for the sting are Jocated outside . rear of the
stagnation chamber and inside the wind tumnel at the
flow conditioning module. The sting supports are of
sufficient rigidity such that sting vibration doe to
flowficld fluctuations was negligible. The nominal
dwgnMachnmnbamdmchynoldsnmbernthe
nozzle exit are 2.5 and 52 (105) per meter,
respectively.
Proper centering of the afierbody/base within

X custom-designed
wind tunnel adjusting blocks were used o adjust the
relative position between the sting and nozzle until an
axisymmetric flow was obtained. Oil-streak
visualization performed on the base was used
effectively to examine the sting/nozzie alignment and
was found to be a very sensitive indicator of the
symmetry of the near-wake flowfield. Micrometer
measurements at the nozzle exit indicated a maximum
afterbody misalignment of 0.13 mm from the physical
nozzle centerline.

Fxperimental Methods

Conventional schlieren and shadowgraph
photography were used to investigate the qualitative
structure of the near-wake flowfield. The photographs
were of only moderate quality due to the axisymmetric
nature of the flow, but they were used successfully to
confirm the flowfield structure shown in Figure 1 and
to determine a proper operating condition that
eliminated any wind tunnel interference effects.
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Mean siatic pressre measurements were
made at several locations on the base and afterbody
surfaces using a Pressare Systems Inc. digital pressure
tansmitter (DPT 6400-T). Nincteen pressure taps
(0.64 mm in diameter) were located symmetrically
across the base at radial intervals of 3.18 mm. Along
the sfterbody, two seis of diametrically-opposed
pressure taps (0.64 mm in diameter) were located
starting 2.38 mm upstream of the base comer with
cach tap scparated axially by 3.18 mm and a total of
five taps in cach set. In addition w the afierbody
pressure taps, toal pressure and temperature probes
were mounted in the mglmnn chamber.

The focus of this investigation involved the
implementation of a two-component LDV sysiem for
measuring the near-wake velocity field. Arificial seed
particles were generated by a TSI Inc. six-jet asomizer
filled with 50 cp silicone oil. The droplets were
injected into the flow upstream of the facility nozzle to
avoid diswrbing the flowfield with the injection
process. In previous experiments with the same
seeding spparaws, Bloombergl7 deduced a mean
droplet diameter of 0.8 um and showed mean particle
relaxation distances of approximately 2 mm
downstream of an oblique shock wave generated by a
15 degree compression corner in a Mach 2.6 flow.
The maximum velocity gradients in the presemt
experiments (near boundary layer separation) are
significantly weaker than for the oblique shock in
Bloomberg's work; however, 1o ensure negligible
particle lag in the current experiments, no data are
presented within the first 5 mm downstream of the
base comer separation point. In the separated shear
layer, the Stokes number for this seeding confi i
is estimated to be 0.15 which Samimy and Lele!® have
shown yields root-mean-square slip velocities
(difference in velocity between the particle and the
local fluid element) of approximately 1.5%.

The LDV measurement volume used in these
experiments was 120 um in diameter and had a fringe
spacing of approximately 10.3 um. A 20° off-axis
forward-scatter receiving optics configuration was
used to reduce the effective measurement volume
length to 0.70 mm. Bragg cells were used in each
component to frequency shift one of the beams 40
MHz against the mean flow direction in order to
discriminate reversed velocities. In addition, the two
orthogonal fringe patterns were rotated to 145 degrees
relative to the wind tunnel axis to reduce fringe
blindness. To measure accurately the Doppler
frequencies in this demanding flow, a TSI IFA-750
autocorrelation processor was used. Data were
gathered from the processor by a Gateway 2000 486-
33 personal computer where further processing and
analysis were performed. Positioning of the LDV
measurement volume throughout the near-wake
flowfield was accomplished using a three-axis,
computer-controlled raversing table with a positioning
resolution of 0.75 um.

The LDV measurement locations were
concentrated in the regions of high velocity gradients
including the approach boundary layer, separated shear

mmwiz.-ddnuum
point. Radial raverses were complesod at 2] axial
mmuu-nbmmy
30 spatial locations per traverse. In addition, am axial
traverse along the model cemserline was performed
show the development of the centarline mean velocity
and trrbulence intengities. During each radial traverse,
three or four locations below the axis of symmetry
were measured 10 check the symmetry of the flow. In
all cases, the measured wake centerline (defined as the
mm«ws-O)wlsMZnndm

(pdfs) of each velocity component were calculated.
The pdfs generally resembled a Gaussian profile
aeqnuthemedaaoftheﬂuhya(uU-

presence of large-scale structures on the inner edge of
the shear layer which play an imporant role in the
entrainment of fluid from the recirculation region. The
effects of velocity bias on the LDV data were
mmedfubyvughmachve\ocnngm
with the interarrival time between realizations

With the current two-componeat LDV
arrangement, both the horizontal and vertical
components of velocity were measured. In two-
dimensional flows, this generally allows direct
measurement of the streamwise and transverse
velocities, bmnommmmtoflhemwm
component. In the current axisymmetric flow, by
using the same LDV configuration and making
measurements independently in both the horizontal
and vertical planes which pass through the axis of
symmetry, all three mean and rms velocities have been
measured. In addition, the axial-radial <u've> and
axial-tangertial <u'vy> Reynolds shear stresses have
been directly measured. An error anslysis including
the uncertainties associated with velocity biasing,
fringe biasing, velocity gradient biasing, fipite
ensemble size, processor resolution, optical
misalignment, and fringe spacing determination has
been completed. The estimated worst-case uncertainty
in the mean velocity measurements is 1.2% of Uj and,
in the rms velocity fluctuations, 2.3% of U], where Uj
is the freestream velocity just prior to separation.

Besuits

Pressure Measurements

Static pressure measurements along the
afterbody were used 10 assess the uniformity of the
nozzle exit flow as well as any upstream influence of
the separation process. As expected, the pressure field
approaching the base comer was relatively uniform
and takes a value consistent with an isentropically
expanded Mach 2.44 flow. No upstream influence
from the base corner separation was evident in the
data.

Pressure measurements have also been made
al nineteen locations on the base in order to assess the
radial distribution of the mean static pressure. Figure
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3 shows the dimensionicss base pressure cocfficicnt at
each location, defined as:

s ZM_ l}
CPbase M2

where P is the static pressure, M the Mach number,
and the subscript 1 denotes conditions at the nozzle
exit. The pressure is shown t0 be relatively constant
across the base (note the expanded vertical scale) with
a slight increase toward larger radii where the
maximom pressure measured was 3.9% higher than the
pressure at the center of the base. Similar
pressure profiles were observed by Reid and Hasti
for a cylindrical afterbody in a Mach 2.0 flow with a
maximum rise in pressure of spproximately 3% across
the base. An area-weighted average of the current data
across the base was performed (0 determine an average
base pressure coefficient of -0.102.
BElowficld Velocity Measurements

Approach Flow Measurements

The boundary layer approaching the base

corner separation point was measured at three axial
stations upstream of the base. Figure 4 is a plot of the
boundary layer profile obtained 1 mm upstream of
base comer along with a curve fit by Sun and
for compressible, turbulent boundary layers. The
boundary layer properties derived from the curve fit
are also shown in Figure 4. The values for the
dimensionless properties (H, I1, and Cf) are typical of
those found in equilibrium, compressible, turbulent
boundary la . In order to determine the integral
properties, the mean density profile through the
boundary layer was determined using the ideal gas
equation of state and the assumptions of negligible
mdialpresun'egmdiem.adiahaﬁcwall.anda%
factor of 0.89 as suggested by Kays and Crawfi
The freestream Mach number across the nozzie exit
was measured by LDV to be 246 £ 1% (the
corresponding approach velocity was U = 567 m/s).
Also, measured freestream turbulence intensities in the
approach flow were less than 1%.

Centerline Measurements

The LDV measurements along the model
centerline were taken in 5 mm increments from the
base 1o the end of the viewing window in the test
section. A plot of the mean axial velocity along the
model centerline is shown in Fig. 5. The arigin of the
cylindrical coordinate system has been arbitrarily set at
the center of the base with all axial distances positive
the U = 0 line clearly defines the rear stagnation point,
S, since the other two measured velocity components
are negligible along the centerline; this occurs at x/R =
2.65. The maximum reversed velocity occurs at x/R =~
1.5 and takes a value of approximately 27% of the
appmachﬁ'eesummveloaty In a similar experiment
using LDV in subsonic ﬂow (Mach 0.85) behind a
circular cylinder, Deleryl4 found the rear stagnation

point Jocated at 3.06 base radii downstream and a
maximum reversed velocity of approzimasely 30% of
the local freestream valoe and locared st xR = 18. kt
umommuwkwd
subsonic cases, the maximum reversed velocity
nahmmmdymau&n-gﬁm
the base t0 the reattachment point. Merz ot

recompression of the outer flow is indicated by the
decreasing Mach number contours in the upper right of
the figure.

The mean radial velocity contours are shown
in Fig. 8. The small values relative to the mean axial
approach velocity once again show the dominance of
the axial velocity in the near-wake flowfield. The
closely spaced contours emanating from the base
corner mark the tuming of the mean flow through the
expansion fan. As the outer inviscid flow approaches
the axis of symmetry, the radial velocity continnes to
increase in magnitude, due to the axisymmetric effect,
to a peak valve of 22% of the mean approach velocity
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at a location approximately two base radii
downstream. The location of flowfield realignment
with the sxis of symmetry appears © depend oo
"whether the flow is supersonic or subsonic. The
realignment process in the outer flow is shown in the
mnﬂdﬁ;Sby&mhmdm

and the reiatively uniform flow region
downsueam of the last contour. However, closer 0
the axis of symmetry, 8 much slower realignment of
the subsonic inner flow occurs, such that the mean
radial velocity is appreciable out 10 x/R = 4.5. The
mean tangential (swirl) velocity was also directly
measured with the LDV system, and as expecied, the
magnitudes weze negligible compared to the other two
components.

Near-Wake Turbulence Measurements

were directly measured in all three coordinate
directions and will be preseated in the form of
mrbulence intensities, 6/U1. Figure 9 shows the axial
wrbulence intensity contours throughout the near-
wake. The large increase in turbulent flucmations
from the outer freestream to the values in the shear
layer and wake are apparent. A peak axial rms
velocity fluctuation of 22% of the mean approach
velocity occurs at a location 83% of the axial distance
from the base to reattachment. Upsitream of
reattachment at any axial station, the radial location of
the maximum axial turbulence intensity lies in the
subsonic region f the shear layer. In contrast,
Amanucci et al.l fomdpeaklevelsofnnbulenee
intensity near the sonic line in a two-dimensional, two-
stream base flow. Throughout the recirculation region
in the current study, the axial turbulence inteasity is
relatively constant except very close to the base where
it is anenuated. Further downstream as the shear layer
transforms into a wake, the overall level of turbulent
fluctuations diminishes and a well-defined peak in the
axial turbulence intensity profiles is no longer
discernible.

Contours of constant radial turbulence
intensity are shown in Fig. 10. The general trends
follow closely those: of the axial mrbulence intensity,
but the overall fluctuation levels are smaller. The peak
radial v=locity fluctuation is 15.6% of U and occurs
at roughly the same location as the peak axial
fluctuation. The recirculation region contains a greater
variation in radial turbulence intensity than axial
turbulence intensity with a steady increase from the
base to the reattachment point (not including the base
effects at x/R<0.5). The mrbulence relaxation beyond
reattachment is fairly slow with a uniform radial
turbulence intensity across the inner portion of the
wake as it develops.

The tangential turbulence intensity represents
fluctuations from the mean swirl velocity which, as
mentioned above, is negligible for axisymmetric flows.
Figure 11 is a plot showing the tangential turbulence
intensity throughout the near-wake. The overall level
of fluctuations in the wangential direction is reduced
compared to the axial turbulence intensity and is

The matio of the turbulence imtemsity
contributions from cach component gives a relative
Mdunhuwynﬁeumla@um

peak intengity region of the shear layer, probably due
10 the nlnneofd'le'ht'enh

k=-(ou2+o 2+0nd) v))

In these experiments, all thxee mean square
fluctnations (normal stresses) have been directly
measured. Figure 12 is a plot of the mrbulent kinetic
energy as measured throughount the near-wake. Since
the axial wrbulence fluctuation levels dominate the
flowficld, the contours of wrbulent kinetic energy
appear relatively similsr to those of the axial
turbulence intensity (Fig. 9). The nwbulent kinetic
energy grows rapidly after separation as the shear layer
grows. Prior to reanachment, however, 8 maximum is
reached and a subsequent decay to the relatively
constant values in the wake occurs. Again, the sharp
peaks in turbulent kinetic energy radial profiles
occurring in the shear layer are nonexistent in the wake
further downstrcam. In the recirculation region, the
level of turbulent kinetic energy is reduced by the lack
of turbulence production due to small mean velocity
gradients. The maximum turbulent kinetic energy
measured in the near-wake was 4.4% of Uj2 and
occurred at x/R = 2.2, or somewhat upstream of
reattachment.
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In the current experiments, both the axial-
radial (<u'vy'>) and axisl-tangential {<u'vy'>) Reynolds
shear stresses have been measured directly. As
expected, the axial-radial shesr stress dominates the
axial-tangential stress which is negligible throughout
the near-wake. Figure 13 is a plot showing the axial-
radial shear stress distribution downstream of the base.
The shear stress peaks in the shear layer upstream of
reattachment in approximately the same location as the
peak in kinetic energy. Abu-Hijleh and
Samimy“® used LDV 10 investigate a supersonic shear
layer reattaching onto a wall and found peak values of
turbulent kinetic energy and Reynolds stress
downstream of the reattachment location. The
difference in the Jocations for the peak turbulence
quantities between these experiments may possibly be
attributed to the differences between solid wall and
compliant surface reattachment.

The production of mrbulent kinetic energy,
defined as follows: 5

Pk"qi'ﬂj'>§% 3
provides a measure of the amount of kinetic energy
transferred from the mean flow to the turbulence field.
Investigating the distribution of Py thronghout the
near-wake provides insight into the structure of the
turbulence field as well as establishing the role of
turbulence production in different regions of the flow.
In axisymmetric flow, only four of the nine production
terms are non-zero which leaves the following
expression for P:

av,
Pr=-c . aves @ 20y 6,280 )

which is plotted in Fig. 14 (to avoid clutter, only a
reference contour label is shown; all other contours are
equally spaced with values increasing by 0.02). Strong
wrbulence production is seen to occur immediately
downstream of the separation point on the inner edge
of the shear layer. This is not surprising as the mean
velocity gradients are very large in this region. As the
shear layer develops, the mean velocity gradients
decrease but the Reynolds stresses increase (Figs. 9-
13) such that the total production remains significant
up to the reattachment point. Downstream of
reattachment, however, the Reynolds stresses and
mean velocity gradients both decrease rapidly resulting
in a diminished level of mrbulence production.

Since the total production of turbulent kinetic
energy is merely the sum of the production terms for
each Reynolds normal stress, separating the total
production expression into its individual components

yields:

Px =Py + Py + Py, 5
where the individual production terms for each
Reynolds normal stress are

Py=-0y2 gl;J -al've> % ©
oV oV
Py =- Oye2 ;‘ -<ve> Tx‘ )

PV(CO (B)
Flmmzmmmeldmvemmdz
ofeachlemmdumzthﬂ?n » Py » Py
Consequently, the majority of the energy
between the mean flow and the turbulence field ocomrs
through the axial component of the Reynolds normal
stress. The radial and tangential components, on the
other hand, must receive their kinetic energy from
other sources such as pressure-velocity interactions or
momenium transport by turbulent velocuy
fiuctuations. Therefore, the veonlenng
Reynolds normal siresses (Gg ov, >¢:‘,l
consistent with the amount of turbulence
Muchcompmmdvesﬁmmemanﬂow

Summary and Concinsions

The wrbulent near-wake of a circular cylinder
ahgnedwnhammﬂowhsbwnmmm
using non-intrusive measurement techniques. The
main objective of these experiments is 10 increase the
understanding of the complex fluid dynamic
phenomena that occur in supersonic base flowfields by
the use of detailed quantitative data gathered
throughout the near-wake. Specifically, afterbody and
hsepwmednsuihmms.mmvelocw.
intensities, and Reynolds shear stresses have been
obtained; these data have been tabularized on a floppy
disk which is available from the authors. As a result of
near-wake flowfield can be made:

(I) The mean static pressure profile across
the base is relatively uniform with an average base
pressure coefficient of -0.102.

(2) The maximum reverse velocity along the
wake centerline reached 27% of the mean approach
velocity, or Mach 0.48, and occurs approximately 57%
of the distance from the base to the reattachment point
(located at x/R = 2.65). Along the centerline, the axial
and radial turbulence intensities peak near the
reattachment point and decay as the wake develops
downstream.

(3) The recirculating flow is generally
characterized by small mean velocity gradients and
relatively uniform trbulence intensities.

(4) The separated shear layer is found to
contain steep radial velocity gradients and sharp peaks
in turbulence intensity in the subsonic region. Beyond
reattachment, the sharp peaks decay toward nearly
wake.

(5) Peak values of mrbulent kinetic energy
and axial-radial shear stress are located in the subsonic
region of the shear layer upstream of reattachment
This is in contrast to earlier results on compressible
shear layer reatachment onto a solid surface which
indicate peak levels at or downstream of the
reattachment point. The production of turbulent
kinetic energy peaks immediately downstream of
separation along the inner edge of the shear layer.
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Fig.1 Supersonic, Axisymmetric Base Flow Schematic

Fig.2 Schematic Diagram of Axisymmetric Wind Tunnel

.07

1

oo} |
0.09 p !
]-o.:ol, |

011}

a1t i

<0.13 |

Uh, .

Fig.4 Sun and Childs20 Curve Fit of Afterbody Boundary
Layer Upstream of Base Comer

08 p v .
06| 00
04t ww 4
- E ooo .
2 o2} ) 3
- [ o°
o} 2.
&
)
02 LL o%owoo 4
04 . . .
0 1 2 3 4 5 6
xR

Fig. 5 Mean Axial Velocity Along Mode! Centerline




C ettt gttt S s sttt

- 10

T SRS R S i ety Sttt

R A A A e R T T R

» " ‘\\\\\NQQQ\\W_ -SSR

- 0.5

&
4
&
6 6™ 2 Y v R e e
.
¢
o
.

L2l 2adindin e 2 e o e 0 B I B N T O s s 3

e NNyt e 4 & L

0 W @ O WP e g =% 8 & § A e e e Pl iyt

. W wp P e Py

Ty ey W O F O O =

i | | T "
0 1 2 53 4

R
Fig. 6 Mean Velocity Vector Field Throughout Near-Wake

Fig. 8 Mean Radial Velocity Contours - V, /U,

9




v- 1.0
R
L 0s
0
Fig. 9 AxilleblﬂalcelnwnIityle-cuIUl
- 1.0
=) r/R
e — 0.06—2%_]
2 :0.143
0.08 0.10 0.12
J N P 012 0.10
™ T f  — :l‘ﬁ ™ 0
1 2 3 4 5
S
R
Fig. 10 Radial Turbulence Intensity Contours - cv,/Ul
~ 1.0
/R

.04

ons""—""" 0.5

012 M

S
xR

Fig. 11 Tangential Turbulence Intensity Contours - Gy, / U,

M—I

10




1.0
- 0.5
— 0
- 1.0
"%gm _
p-
: = L 05
Base '0.02 0.02 o
(=g
0
i o T 1 r
0 1 2 r 3 4 5
S
R

Fig. 14 Turbulence Production Contours - PR / U3

11




APPENDIX A.6

EXPERIMENTAL INVESTIGATION OF AN EMBEDDED SEPARATED FLOW
REGION BETWEEN TWO SUPERSONIC STREAMS

AIAA Paper No. 90-0707
Presented at the 28th AIAA Aerospace Sciences Meeting
Reno, Nevada
January 1990

by
V. A. Amatucci, J. C. Dutton, D. W. Kuntz, and A. L. Addy




AIAA-90-0707

EXPERIMENTAL INVESTIGATION OF
AN EMBEDDED SEPARATED FLOW

REGION BETWEEN TWO SUPERSONIC
STREAMS

V. A. Amatucci, Sandia National Laboratories,
Albuquerque, New Mexico

J. C. Dutton, University of Illinois at
Urbana-Champaign, Urbana, Illinois

D. W. Kuntz, Sandia National Laboratories, I
Albuquerque, New Mexico

A. L. Addy, University of Illinois at
Urbana-Champaign, Urbana, Illinois

28th Aerospace Sciences Meeting

i January 8-11, 1990/Reno, Nevada

For permission to copy or republish, contact the American Institute of Aeronautics and Astronautics
370 L’Enfant Promenade, S.W., Washington, D.C. 20024

4.#




EXPERIMENTAL INVESTIGATION OF AM EMBEDDED SEPARATED FLOW REGION
BETWEEN TWO SUPERSONIC STREAMS

V. A. Amanuccit, J. C. Dutton®, D. W. Kuntz}, and A. L. Addy!

Abstract

The complex interaction region generated by the
separation of two supersonic streams past a finite-thickness
base occurs ¢requently in high-speed flight and is characteristic
of the aft-end flowfield of a missile. An experimental
investigation was cond in which a flowfield of this rype
was modeled in a two-dimensional wind tunnel. The data was
obtained using Schlieren photography, pressure measurements,
and two-component laser Doppler velocimeter (LDV)
measurements. The shear layer mixing regions were
characterized by initially constant-pressure mixing, by an
evolution of velocity profiles from truncated boundary layer
shapes to wake-like profiles farther downstream, and by
relatively high levels of turbulence. The separated flow region
was characterized by large negative velocities and strong
interactions with the low-velocity regions of both shear layers.
Turbulence intensities and kinematic Reynolds stresses were
increased greatly in the laner portions of the two shear layers
and in the recompression region. Recovery of the mean
velocity field in the redeveloping wake occurred quickly, while
the turbulence field remained perturbed to the furthest
streamwise location.

Nomenclalure

Skin friction coefficient

Mach number

Pressure

Reynolds number

Reynolds number based on boundary
layer thickness

Reynolds number based on momenturn thickness
U-component of the velocity vector
Generalized velocity (see Reference 29)
Friction velocity

V-component of the velocity vector
Coordinate parallel to the wind tunnel floor
Coordinate icular to the wind wnnel floor
Wall-wake coordinate, Y* = Yo v
Spanwise coordinate

Boundary layer thickness

Boundary layer displacement thickness
Boundary layer momentum thickness
Wavelength of laser light

Kinematic viscosity

Wake strength parameter

Shear stress

> Root-mean-square quantity
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Subscripts

Ed sit

Inner jet or lower stream condition
Condition at the wall

1 y here 2ero veloci
Location whaeulue-o.s
Location where =0.99
Condition for the h 2.56 stream
Condition for the Mach 2.05 stream
Infiniry or freestream conditions

Superscripts

Ensemble average
' Fluctuation from the mean value
Introduction

The complex interaction region generated by the
separation of two supersonic streams past a finite-thickness
base occurs frequently in high-speed flight and is characieristic
of the aft-end flowfield of a powered missile in the supersonic
flight regime. This fluid dynamic flowfield exists in other
applications as well, including the flow region at the trailing
edge of a blunt airfoil in a supersonic freestream or the initial
mixing region of confluent multiple streams in a supersonic
combustor. In each of these cases the near-wake region is
dominated by strong velocity and density gradients, energetic
viscous interactions, and expansion and compression processes
covering the full range of gas dynamic regimes.

Research programs through the years have attempted to
develop analytical, numerical, and experimental insight into the
fluid dynamic processes ongoing in the near-wake region. The
usual motivating goal is the development of a predictive
capability for base pressure and other flowfield properties over
& wide range of flight regimes. The analyses develop a physical
flow model of the strong dissipative regions of the near-wake,
including interaction with the adjacent inviscid regions, and
anempt to find applicability for a variety of Mach number,
Reynolds number, and afterbody geometry conditions. The
dominant analytical h has been the Chapman-Korst
component mode] [1-4] in which the turbulent base flowfield is
separated into distinct regions and each part is analyzed
individually, subject to appropriate assumptions and boundary
conditons. The expansion process at the geometric comer, the
shear layer mixing process, and the recompression and
redevelopment processes (see Figure 1) are each analyzed as
separate components, utilizing empirical formulations as
needed. The individual components are then joined together
into an overall model of the separated flowfield, allowing for
interaction between each component, and a unique solution is
determined.

V-0 00g “o
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With the advent of more powerful computing facilities
during recent years, both thin-layer and full Navier-Stokes
computations of high-speed scparated base flows have been
performed. To date the agreement of these computations with
experimental measurements of high-speed separated flowficlds
has been only moderate [5). However, by focusing on the




issues of grid resolution and alignmeat, as well as turbulence
ing, i ictions of these flows have recently
been ined [6-10). The di in accurstely computing

is understandable due to their complexity, since

adequately treat such effects as large streamline curvature,
compressibility (i.e., high Mach number effects), shear layer
impingement, and the effects on turbulence of the previously
mentioned large gradient regions.

To aid in the understanding of the demiled mechanisms
of these high-speed flows both with and without regions of
significant flow separation, a program of small-scale wind
tunnel experiments of simple flow geometries has been
conducted at the University of Illinois at Urbana-Champaign.
Initia) experimental work has examined in detail the shear layer
mixing process [11-13] and the recompression and reattachment
processes [14-17). The mecasurements presented in this paper
take the next step in this progression and add the recirculatung
region and the wake redevelopment region (see Figure 1) as
focuses of study to obtain experirental data for a unified two-
stream near-wake flowfield. The present experimental program
has obtained measurements over the full range of mechanisms
exhibited in this flowfield for a well-determined set of incoming
flow conditions. The data for these experiments are obuained
from Schlieren photography, sidewall pressure measurements,
and laser Doppler velocimeter (LDV) measurements. The use
of a two-color, two-component, frequency shifted LDV to
measure instantancous flow velocity, despite its added
complexity, has certain special advantages in the near-wake
separated flowficld. Most past near-wake interaction
experiments, e.g. References 18 through 20, have focused on
mean velocity values obtained from pressure distribution data
gathered by intrusion into the near-wake, usually with a single
pressure probe or a probe rake. The LDV measurements of the
current investigation provide accurate instantaneous velocity
data obtained in & nonintrusive way by an instrument requiring
no prior calibration.

The primary objective of this experimental investigation
of the supersonic, two-stream base flow is wo investigate the
fundamental fluid dynamic mechanisms existing in the near-
wake flowfield with an aim toward better understanding of each
individual process and how they interact. Detailed data have
been collected in all regions of the near-wake flowfield in order
to examine such features as changes in velocity profiles due to
the comer expansion process, evolution of the velocity profiles
during shear layer mixing, strength and influence of the
recirculating region, and mean and turbulent flowfield changes
during the recompression, reattachment, and downstream wake
redevelopment processes.

Experi | Faciliti L M { Techni
Faciliti

This investigation of the near-wake interaction utilized
the air supply and wind tunnel facilities of the Mechanical
Engineering Laboratory at the University of llinois at Urbana-
Champaign for & series of dry, cold air experients. A two-
dimensiona! wind tunnel test section, shown schematically in
Figure 1, produced two uniform supersonic streams which
separated at the geometric corners of a finite-thickness splitter
plate and formed a flowfield characteristic of the aft-end of a
powered missile, including expansion at the separation points,
formation of a recirculating region bounded by two shear layer
mixing regions, recompression and reattachment of the shear
layers, and downstream wake redevelopment.

The common upstream plenum chamber provided
compressed air at 517 kPa to two scparate pipe-and-valve

|
!

g the two converging-diverging nozzles.
These nozzles used the splitter plase as 8 half-nozzic symmetry
plane. The upper stream nozzle produced a uniform exit plane
flow 50.8 mm in height, having 8 Mach number of 2.56, and a
spliner plate boundary layer thickness of 3.35 mun.  The lower
strearn nozzle was sharter in length and produced s uniform exit
plane flow 25.4 mm in beight, having 8 Mach number of 2.05,
and a splitter plase boundary layer thickness of 1.46 mm.
ic streams past the 25.4 mm

wfield. The test section regioa was 50.8 mm wide and
101.6 mm in height and was within view of clear giass
windows on both sides of the wind tunnel for opucal diagnostic
access. All feanmres of the near-wake flowfield, including wake
redevelopment, occurred within the measurement domain
before the mixed flow exited the st section through a constant-

E

The measurement techniques employed in this
investigation included Schlieren photography, stagnation and
static pressure measurements, and laser Doppler velocimetry.
Schlieren photographs obtsined with & 1.4 microsecond spark
source were used to characterize the qualitative features of the
overall flowfield and o determine spatial locations for LDV
measurements. The sidewall static pressure data was collected
using an aluminum window insert which replaced one of the
glass side windows and had a grid of 370 pressure . The
pressure levels were measured with a Pressure Sysiems
Incorporated (PSI) digital pressure transmitter system and
yielded pressure measurements in all regions of the near-wake
interaction including along the shear layer mixing regions.

The two-component, two-color LDV system was based
on Thermal Systems Incorporated (TSI) optical and electonic
components and employed a Spectra-Physics 5-watt argon ion
laser. The beam (A=514.5 nm ) and the most powerful
blue beam (A=488.0 nm) were used in the beam splitting and
recombination processes which produced the ellipsoidal
measurement volumes. The use of a 350 mm focal length
transmitting lens with 22 mm beam spacing produced a
measurement volume of 0.183 mm diameter, 6.08 mm length,
with 8.53 um fringe spacing. The blue measurement volume
diameter, length, and fringe spacing were 0.179 mm,
5.92 mm, and g.09 um, respectively. These fringe spacings,
in combination with the 40 MHz frequency shift and
orientation of the fringes at $45° 10 the mean flow direction,
kept signal frequencies within range of the electronic equipment
while moving the fringes at a high enough velocity to reduce
fringe bias probabilities and eliminate directional ambiguity.
TSI frequency counters, operated in the single-measurement-
per-burst mode with high- and low-pass filtering, were used to
determine the Doppler shift frequencies of the signals from the
photodetectors and to perform validation checks to remove
erroneous data. The receiving optics of the LDV system were
oriented in a forward scatter mode 10 degrees from the optical
axis in order to reduce the effective length of the measurement
volume to 1.46 mm and 10 provide optimum signal-to-noise
ratio of the scattered laser light. The output from the LDV
system's frequency counters was stored in the memory of a
DEC PDP 11/73 minicomputer by means of a direct memory
access board, and the data was transferred serially to an HP-
9000 computer system for reduction, analysis, and plotting.
The laser, transmitting optics, and collection optics were
mounted on a traversing table which allowed movement in ali
im(;ee coordinate directions with an accuracy of approximately

.1 mm,

Seeding of the flow for the LDV measurements was
accomplished by injecting 50 cP silicone oil dropiets produced
by a TSI six-jet atomizer into the stagnation chamber. To
address the issues of particle size and flow-following ability




(i.c., particle dynamics effects), a series of particle lag
uyumnumcondmnd LDV measurements were
made across an oblique shock wave produced by a 15°
compression comer in 8 Mach 2.0 wind wanel. Using these
measurements, together with a particle relaxation analysis based
on the work of Maxwell and Seasholtz [21) and the drag law of
Walsh {22], the silicone oil used in these experiments
mmmmdwbemummdmu Droplets of this size
have an Eulerian frame frequency response -of up o
approximately 200 kHz which is adequate for following the
nnbuhmnmmmomnmwmkeﬂowﬁeld.

The use of counter-type signal processors 10 measure
individual velocity realizations introduces additional
considerations, especially in high-speed flows, due to counter
clock resolution, statistical uncenainty, velocity bias, fringe
bias, and spatial resolution. The 11 nanosecond accuracy of
the counmmresl::lts in a minimum measf d:uentllm t:frbule;:cc
intensity in regions o ow of 1.37%
with proportionate! nmiﬁd alues in the lower speed regions.
In order to0 conu'ol the uncertainty due to finite sample sizs,
either 2048 or 4096 velocity realizations were generally
collected throughout the flowficld. At a confidence leve! of
95%, the resulting statistical in the mean
Mefaeamaxxmumofﬂ%forunbulewemmmmm
about 100%, and the statistical uncertainty in the standard
deviation is a maximum of approximately £3.1%. For the
current low data density measurcments, the seed particles
generated valid Doppler signals at & rate several onders of
magnitude lower than the capability of the pro essors to
sample, resulting in a free running precessor conditiun in which
the LDV data is totally velocity biased [13]). In order to correct
for this condition, a two-dimensional inverse velocity
magnitude weighting scheme [23] has been employed. As
previously mentioned, the relatively large fnnge spacing, use of
the 40 MHz frequency shift, and the 145° orientation of the
fringes to the mean flow direction, greatly reduced the
possibility of fringe bias in these experiments. In fact, an
implementation of the fringe bias analysis of Buchhave [24)
demonstrated that for the vast majority of the measurements the
fringe bias correction was less than 3% and, as a result, no
such correction has been used in the measurements presented
here. Spatial resolution errors can occur in high gradient
regions of the flow due to the finite size of the probe volume.
Using the analysis of Karpuk and Tiederman [25], the
maximum spatial resolution error at the location S mm
downsueam from the base is estimated 1o be £2.8% for the
mean velocity and +4.8% for the turbulence intensity, with
much smaller errors in the downstream regions of the near-
wake flow.

Further details concerning the equipment and appararus,
measurement methods, and experimental procedures may be
found in Reference 26.

Experi | Result 1 Discussi
Two-Di ionality of the Flowfield

Past work [11, 27, 28] has indicated the tendency for
existence of spanwise nonumfomnty in flowfields characterized
by large embedded separation regions leadi <, io reattachment.
To examine these effects in the present ﬂowﬁeld. transverse
profiles of velocity were obtained at three spanwise locations:
at the midplane (Z=0) and at Z=+10 mm from the midplane. In
addition, these profiles were obtained at three streamwise
locations chosen to examine distinctly different regions of the
near-wake: X=25 mm where separate shear layers and
recirculation were present, X=45 mun in the recompression and
reattachment region, and X=100 mm in the redeveloping wake.
The streamwise mean velocity and turbulence intensity data
show that the central 40% of the test section flowfield was
highly two-dimensional in all regions with the largest deviations

occurring in the recirculating region. Oace impingemeat of the
twosbwlaymoccmnd.thedeaumdmcvuyhnle
deviation from two-dimensionali / & any transverse location.

Althou cflh three

gh regions e do:m.!hcy
dnuecoq:onenuofthenw“kemdmwduew wmd
tunnel design or sidewall boundary layers.
Jurhuient Boundarvy Lavers

The wrbulent boundary layer characteristics of the two
supersonic streams provide the initial conditions for the
expansion, mixing, recompression, and redevelopment
processes which occur in the ncar-wake. Detailed LDV
measurements were made of the boundary layers which
developed on the upper and lower surfaces of the splinter plate
at a location 4 mm before geometric scparation. Two-
component measurements were made 1o a distance of 0.75 mm
from cither surface and then one nt measurements
completed the survey 10 & distance within 0.25 mm above
either surface. The measured velocity profiles for the upper and
lower boundary layers were fit 10 the generalized velocity
pmﬁleeqmnonomeandChﬂds[E]m;thebomduy
layer thickness, 5, the friction velocity, ug, and the wake
strength parameter, I1, as curve fit coefficients. The important
parameters describing the growth and development of the two
boundary layers prior 10 scparation are presented in Table 1.
The differences in thicknesses between the Mach 2.56 stream
(6=3.35 mm) and the Mach 2.05 stream (5=1.46 mm) were
generated intentionally to simulate the ratio of boundary layer
thicknesses typical to powered missile applications. The wake
swength parameter, friction velocity, and skin friction
cocfficient values are consistent with earlier studies {11, 14, 27,
30, 31) of compressible turbulent boundary layers.

The measured mean velocity profiles for the Mach 2.56
and Mach 2.05 boundary layers are presented in Figure 2 in
wall-wake coordinates with the least squares curve fits
generated from the Sun and Childs [29] analysis. These data
indicate relatively similar profiles for both boundary layers
despite considerably different upstream "histories™ of their
growth and development. The relatively small thickness of
each bomdaryhycnsnllumxedbyﬂ;ehckofledauid
to spatial resolution restrictions) below a value of Y
approximately 100 (Y/8 of approximately 0.08). Mcaszmms
of the sreamwise turbulence intensity and kinematic Reynolds
stress for these two boundary layers have also been
to similar mezsurements of other workers obtained by both
LDV [11, 14, 27, 32] and hot-wire anemomerry [33, 34;. In
general, the agreement among these various turbulent boundary
layer measurements is very good. Small discrepancies that
occur between the LDV data and the hot-wire data are likeiy due
to LDV counter clock resolution problems in the outer, high-
speed regions of the boundary layer, and due to inaccuracies in
calibration of the hot-wires near and below the sonic line in the
inner, low-speed regions of the boundary layer.

Glohsl Near-Wake Interaction Flowfield

Schlieren photography has been used to obtain a
qualitative view of the component processes existing in the
near-wake interaction. The Schlieren photograph of Figure 3
shows well-developed spliter plate boundary layers undergoing
song expansion and trning processes at geometric separation.
The two free shear layers gencrated at separation appear to be
initially very thin and to undergo a moderately long constant
mixing region before they show any signs of curvature
associated with the recompression process prior to
impingement. The beginning of the ion process for
each shear layer is marked by the first compression waves
which emanate from the slightly supersonic regions of the shear
layer and eventually coalesce into the recompression oblique
shock wave. One of the more interesting features in this




which border the edges of the core produced by
the impingement of the two free shear layers. These structures
are similar w those that occur in high Reynolds number free jets
and have an effect on the turbulence intensities messured in the

ing wake. Similarly, each shear layer shows signs of
large-scale structures and intermittency at its edges, especially
on the side bounded by the recirculating region.

The arrangement of sidewall static pressure tap locations
was designed to obtain detailed pressure surveys of the
redeveloptmens processes. The three-dimensions] comiout piot
redevelopment processes. i i contour plot
of Figure 4 shows the static pressurc data viewed by an
observer located upstream at the base and looking in the
streamwise direction. Although no detailed vertcal scale is
given for the levels of staric pessure, a relative indication of the
pressure magnitude can be obtained by recognizing that the
maximum static pressure in the figure is 66.9 kPa and occurs at
the exit of the Mach 2.05 nozzle, while the minimum static
pressure of 12.2 kPa occurs in the highly expanded flow
region downstream of the Mach 2.05 nozzle and just upstream
of the lower recompression shock wave. In a quantitarive sense
the plot of Figure 4 shows the strong expansion of the two
supersonic streams to the low pressure "valley” immediately
behind the finite-thickness base, the inidally constant pressure
mixing of the two shear layers, and the gradual but soong
pressure rise through the recompression and reattachment
regions extending into the downstream wake redevelopment
region.

photograph is the apparent hrﬁe-mk turbulent structures

The series of LDV data presented in this section is
intended to give an overv. -’ of the mechanisms existing in t%.c
near-wake interaction, including a detailed indication of the
mean flow and some turbulence quantities. The objective of
this overview is to show representative data highlighting the
dramatic changes in mean velocity and wrbulence quantities in
the region immediately behind the splitter plate and in the initial
stages of recompression and reattachment. The LDV data
presented in this section include the "reference” upstream
boundary layer traverses, every other vertical traverse from
5.0 mm behind the splitter plate to 40.0 mm downstream, and
then every measured traverse from X =40.0 mm to
X =55.0mm. The omission of some LDV traverses from
the figures discussed in this section was necessary to reduce
plot congestion. In this section, all of the instantancous
velocity data obtained with the LDV system have been rotated o
a coordinate system which aligns the u-component direction
parallel to the wind tunnel floor (primary streamwise direction)
:]nd the v-component direction perpendicular to the wind tunnel

oor.

The mean velocity profiles obtained from the LDV
instantancous data are shown in vector representation in
Figure 5. The vector field plot clearly shows the approach and
separation of the two turbulent boundary layers from the upper
and lower surfaces of the splitter plate, with the resulting large
separated flow region. The shear layer mixing regions spread
with streamwise distance until impingement occurs
approximately 1.4 base heights downstream of separation (at
X = 34.9 mm), where the recirculating region ends (no
negative streamwise velocity componeats are measured) and
recovery of the wake deficit begins. The turbulent mixing
which occurs throughout the recompression and reartachment
regions quickly effects elimination of the velocity deficit by
approximately 5 base heights downstream of separation,
although only part of this process can be seen in Figure 5.

Examining Figure 5 in detail, the data show that the
upper Mach 2.56 flow has a freestream velocity of
584.13 m/sec before separation and expands sharply
downward around the comner of the base to a flow angle of
approximately -10.6 degrees. The lower Mach 2.05

freesream moves at & velocity of 523.85 m/sec before
separation and then expands upward about the s, litter plate
corner at an angle of approximately 21.6 degrees. Both

turbulent boundary layers are fully developed and upon
geometTic scparation 10 a maiched base pressure of 13.8 kPa
which exists in the recirculating region. The mean velocity
vectors shown in Figure 5 illustrate the complex nature of
scparation past a relanvely thick base, and indicate differences
&Fmt[t;%tyﬁdvlkedevelopedbehmdlvcrythinspuw
platwe [35, 36).

The vector representation of the recirculating region in
Figure 5 indicates the exisience of two large separaiion
bubbles. The upper separation bubble rotates clockwise while
the lower bubblie rotates counterclockwise, and relatively large
velocity magnitudes exist in this region. Historically posed by
Korst [3] as a "dead-air" region, the recirculating region of the
near-wake in the t investigation had a maximum negative
velocity of 132.01 m/sec at the X = 22.5 mm streamwise
location. This maximum negative velocity magnitude of
0.23 u, is very consistent with the results of Pemie [11],
Samimy [14], Etheridge and Kemp [37], and Delery (38] in the
entire range of Mach numbers.

The streamwise mean velocity profiles, nondimen-
sionalized by the edge velocity of the Mach 2.56 stream prior
10 separation, are shown in Figure 6. The dashed line a1 each
X value represents the streamwise location of the traverse and
the u/u, =0 plane for that set of data. The upstream boundary
layer p*oﬁles represent a typical range of u/u, beginning at a
value of 1.0 in the Mach2.56 sweam add 0.90 in the
Mach 2.05 stream ( = 0.9) and decreasing to zero on the
two surfaces of the splitler plate. This series of profiles once
again indicates the large negative velocities occurring in the

i ing region and the recovery of the velocity defect with
downstream distance. The fine transverse resolution of the
LDV measurement locations yields u-component data which
show the spreading of the velocity profiles in each of the shear
layers from a very sharp gradient at the X = 5.0 mm locaton
to a much broader velocity change at the streamwise stations
near recompression and reattachment. The rapid recovery of
the mean velocity defect is consistent with the data of Samimy
and Addy [17) for a similar two-stream near-wake interaction
between Mach 2.07 and Mach 1.50 streams.

The turbulence field, represented in pant by the
streamwise turbulence intensity profiles of Figure 7,
demonstrates strong enhancement of mixing due to the
interaction at the base. The counter clock resolution problem
with the LDV system is illustrated in the edge values of <u'>/u
of approximately 2 percent in the tivo relauvely high-ve.locit)l
isentropic core flows. The striking fzature of Figu:c 7,
however, is the relatively high levels of streamwise turbulence
intensity reaching nearly 30 percent in the latter sreamwise
stations in the mixing layers and in the recompression and
reattachme at regions. Despite similarites in the form of the
wurbulence intensity profiles across either shear layer to those
found by Andreopoulos and Bradshaw ([39] in an
incompressible shear layer behind a flat plate and by Ikawa and
Kubota {40] in a supersonic free shear layer, the levels of
<u'>/u, are dramatically higher in the present investigation.
While $amimy and Addy's {17] streamwise turbulence intensity
levels were slightly lower than those shown in Figure 7, the
wrends are similar and indicate strong shear layer mixing and the
highly turbulent nature of the reattachmen: process.

The wransverse turbulence intensity profiles shown in
Figure 8 similarly reflect the strong mixing near recompression
snd the disturbed nature of the turbulence field even
downstream to the last traverse location shown. Figure 8, now
scaled for a maximum <v'>/u, value of 20 percent, shows the
moderately low levels of transverse urbulence intensity existing
in both of the upstream boundary layers in contrast to the high




in equal amounts, <u'>/<v'> is e%ual to unity everywhere.

give an indication of the
anisotropic nature of the near-wake interaction flowfield, and
where enhancement of the turbulence structure occurs. The
strong anisotropy existing in the lower portions of the splitter
plate boundary layers is seen to be redistributed by the comer
expansion process reducing the ratio from a value of
approximately 4 1o less than 3. These levels of anisoopy are
consistent with the mixin, t snudies of Petrie [11)
and Samimy [14], the shock-wave/boundary-layer
interaction studies of Kuntz [27] and Ardonceau [41] in
supersonic flowfields.

The data for the kinematic Reynolds stress portion of
the turbulent shear stress for the near-wake interacton region
are nondimensionalized by the square of the Mach 2.56 edge
velocity and plotted in Figure 10. Initially low levels of
Reynolds stress in the spliner plate boundary layers rise to
relatively high levels immediately downstream of separation,
persist throughout the mixing layer development, and reach
maximum values in the recompression and reattachment
regions. The Reynolds stresses then tend to decrease sharply
after reattachment, very similar to the trends of incompressible
reattachment as shown by the data of Chandrsuda and
Bradshaw (42] . The lower Mach 2.05 stream's mixing layer
appears to be more highly turbulent than the Mach 2.56 stream,
and as suggested by Samimy and Addy {17] may be the result
of a stronger scparation and expansion process, or may be the
consequence of a lower convective Mach number [36]). The
decrease in Reynolds stress just downstream of reattachment
has been explained by restriction of the larger eddies [42) and
by bifurcation of the turbulent eddies at reattachment [43, 44)
resulting in much smaller length scales aiid lower Reynolds
stresses.

Shear 1 Mixing Regi

The primary analysis in the Korst model [2-4] of the
near-wake interaction flowficld is the prediction of the
development and evolution of velocity profiles in the mixing
region formed when the turbulent boundary layer flow
separates past the base. In general, the shear layer mixing
region is characterized by relatively large velocity gradients,
strong entrainment rates, and an evolution of velocity profile
shapes from those resembling truncated boundary layer profiles
10 more wake-like disuibutions further downstream. In the
limiting case where the upstream boundary layer thickness is
zero, the velocity distributions across the width of the shear
lny%rl mixing region exhibit the shape of an error function
profile.

The qualitative features of the shear layers produced in
the necar-wake of the finite-thickness base are identified and
explained using the Schlieren photograph of Figure 3. As
detailed earlier, the shear layers are produced when the two
turbulent boundary layers generated on the splitter plate
surfaces adjacent to the Mach 2.56 and Mach 2.05 streams
undergo geometric separation at their respective comers of the
base. The 3.35 mm thick turbulent boundary layer for the
Mach 2.56 stream (sec Table 1 for statistics of both turbulent
boundary layers) separates from the base and expands about the
corner to produce a free shear layer tumed downward at
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approximately 10.6 degrees. Similarly, the rbulent boundary
layer on the surface of the splitter plate adjacent 1o the
Mach 2.05 stream scparation at the base comer and
after the expansion process is urned upward at approximately
21.6 degrees. The tumning aud cxpansion processes for the
two streams adjust their nozzle exit plane static and
Machnumbamlcvelsconsiswmmmthewxmm
level existing in the recirculating flow region. As a
consequence, the initial "edge” Mach number for both mixing
layers is lppmnmnel‘y 3.02, consistent with Prandu-Meyer
expansion predictions for two streams originating from nearly
the same stagnation conditions and expanding to the identical
static pressure level

The detailed view provided in Figure 3 of the two shear
layers illustrates features consistent with carlier findings for
supersonic mixing layers and worthy of greater artention. In
particular, large-scale turbulent structures appear at the high-
velocity edges of each shear layer along their entire iength. The
Schlieren photograph also illustrates the dominant influence of
the scparated flow region (and the resulting reverse flow
velocities) as the low-velocity "inner” boundary of each shear
layer, and the relatively short lengths available for shear layer
mixing before the turning and recompression of the shear layers
begin prior to impingement

The velocity data obtained with the LDV system was
analyzed using coordinate rotations which aligned the u-
component direction approximately along the predominant
direction of each shear layer. The streamwise traverses from
immediately downstream of the base (X = 2.5 mm) to the first
streamwise traverse at which no reverse flow vectors occur
(X = 35.0 mm) are included in this range covered as the shear
layer mixing component of the base region model. All of the
data for the upper Mach 2.56 shear layer was coordinate
rotated to a u-component direction of -10.6 degrees (from the
horizontal) while the lower Mach 2.05 shear layer data was
rotated to & u-component direction of +21.6 degrees.

The profiles used for determination of seli-similarity of
the mean and turbulent fields are shown in Figures 11 and 12.
The optimum scheme for plotting of the mixing layer profiles
was found to be a dimensionless position parameter which
incorporated the half-velocity location and the shear layer
width. For each streamwise traverse the value chosen for the
local edge velocity was determired from the LDV data by
finding the location on the high-velocity side of each shear layer
which represented not just a local plateau level of mean velocity
but also the point where there was a significantly increased
value of turbulence intensity. Once this edge velocity value was
selected, calculations were performed to determine the Y-
locations where the velocity was reduced by 1 percent and
50 percent, and also where zero u-component velocity
occurred. The nondimensionalizing position parameter was
then defined to be (Y - Yg 4)/(Y( g9 - Yp), and the mean
velocity and iurbulence intensify in thé appropriate u-component
directions were divided by the local edge velocity value.

The data in Figures 11 and 12 illustrate the results of
this analysis and seem to confirm quite strongly Birch and
Eggers' [45) contention that relative similarity in the mean
velocity profiles is not by itself an indication of the fully
developed nature of a shear layer, and the wrbulent field may
still lack similarity. The data for the Mach 2.56 shear layer are
plotted in Figures 11 and 12 beginning with the
X = 10.0 mm traverse location through to the last sreamwise
location where the two shear layers appear to remain individual
entities. The traverses at X = 2.5 mm, 5.0 mm, and 7.5 mm
were eliminated from Figures 11 and 12 since their profiles
were expected to be far from self-similarity and there was less
plot congestion as a result.
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streamwise distance. The wrb inteasity data for the
Mach 2.56 shear layer, shown in Figure
illustrate the non-similarity of the turbuleat field not only by the
large amount of scatter in the data but by exhibiting only a mild
trend for increasing maximum turbulence intensity levels for
increasing sreamwise distance. The turbulence intensity data

Since the initial develoﬁmem of a comprechensive
turbulent base flow analysis by Korst [3], the recompmsion
and reattachment processes in the near-wake interaction have
often been viewed as the most significant components of the
entire base flowficld and perhaps the least well understood.
Despite large velocity gradients and turbulence intensities
existing throughout the near-wake region, peat levels of
turbulence consistently occur in the vicinity of shear layer
recompression and reattachment. The recompression and
reattachment processes are the focus of numerous research
efforts still today, and detailed data are needed.

The recompression process begins as the two free shear
layers reach the end of constant pressure mixing and begin to
readjust to the downstream flow direciion and pressure level.
Each shear layer experiences increasing levels of static
pressure, increasing levels of turbulence intensity, and the
formation of multiple compression waves which coalesce into
the traditional single oblique shock wave associated with the
turning of a supersonic flow. Near the impingement location of
the two shear layers, consistent with the analysis of Korst [3],
fluid elements which contain sufficient mechanical energy to
overcome the recompression pressure rise will continue
downstream, while those fluid elements below this level of
mechanical energy will instead be turned back upstream and
become part of the recirculating flow region behind the base.

Several qualitative features of the recompression and
reattachment processes are evident in the Schlieren photograph
of Figure 3. The upper shear layer and the lower shear layer
begin gradual turning processes prior to impingement at
approximately 1 4 base heights downstream of separation. At
this location in the flowfield the first of many compression
waves are seen emanating from the low supersonic Mach
number regions of each shear layer and extending out into the
adjacent high-velocity suweam. By approximately 2.8 base
heights downstream (X = 70.0 mm), these compression
waves have coalesced into a single oblique shock wave for each
stream. All of the LDV data for the streamwise traverses
presented for the recompression and reattachment processes
were collected with the LDV system’s measurement volume
fringe patterns set at + 45 degrees to the wind tunnel floor.
The acquired data was then rotated 45 degrees to establish the
u-component direction parallel w the wind tunnel floor and the
v-component direction perpendicular to the wind tunnel floor.

The streamwise mean velocity profiles, nondimen-
sionalized by the exit plane velocity of the Mach 2.56 stream,
are presented for the recompression and reattachment region in
Figure 13. The profiles show the vigorous natare of the
recirculating flow region, with negative velocities in excess of

experience a more rapid rate of profile development than the
higher Mach number stream..

The streamwise turbulence intensity profiles, <u™>/,,
shown in Figure 14, dramatically illustrate the high levels d
turbulence which characterize the recompression process for
compressible flows. In incompressible reattachment
experimeats [43, 44]) the maximum levels of streamwise
turbulence intensity remain below 20 percent. In compressible
recompression and reattachment processes, streamwise
intensity levels reach nearly 30 percent based on the
Mach 2.56 stream's exit plane velocity, and are even higher
when based on local velocity magnitudes. Peak streamwise
turbulence intensity levels occur within the shear layers near the
sonic lines and are indicative of stoongly enhanced mixing
which uniformly spreads the turbulence characteristics in a
transverse sense by the X = 70.0 mm steamwisc traverse
location.

Redevelopment of the Downstream Wake Flow

The redeveloping region for the supersonic two-stream
interaction defines both the pressure level and flow direction
which the flow exiting the recompression and reattachment
processes must adjust to and eventually match. “he
redevelopment process can be viewed as a staightforward
adjustment of the severe pressure gradient existing across the
viscous wake core to a level consistent with downstream far-
field conditions. The redevelopment region, as seen in
Figure 3, is dominated by the thickening wake flow which
results from the impingement and initial mixing of the two free
shear layers. This mixing wake flow appears to have large
coherent structures which form the boundaries between the
viscous wake core and the adjacent inviscid flows and produce
a form of intermittency at these edges.

The redevelopment region has been defined as
beginning at the last streamwise measurement location of the
recompression/reantachment analysis (at X = 70.0 mm) and
continuing downstream to the last traverse location within view
of the window in the wind tunnel test section (at
X =160.0 mm). All LDV data have been rotated into a
coordinate system which aligns the u-component velocity and
fluctuations along the X-axis (wind tunnel floor) and the v-
component values along the transverse Y-axis (perpendicular to
the wind tunnel floor).

The streamwise mean velocity profiles, u/u,, are plotted
in Figure 15 for the range of the redevelopment ré¢gion, where
the vertical dashed line represents the streamwise location of the
measurement traverse and the circle and triangle symbols
alternate simply to delincate one location's profile from another.
The exaggerated nature of the scale used for plotting is quite
cvident, and although the profiles exhibit diminishment of the
wake deficit with downstream distance, the rate does not
compare with the more rapid "filling out” observed for
redevelopment after reattachment of a free shear layer onto a
solid surface such as seen in the results of Settles, et al. [46),
Samimy, etal. [14,17), and Kuntz [27]). The siower
recovery of the wake velocity deficit for the redevelopment
region, as seen in Figure 15, still represents significant
progression towards uniform flow.

The streamwise turbulence intensity profiles, <u'>/u ,
are plotied in Figure 16 and illustrate the strong mixin




processes occurring in the initial streamwise locations of the
redevelopment region. The first few profiles of the
redeveloping wake flow exhibit a rapid change in character
from one which retains the individual natre of each shear layer
(seen in the "double-peaked” shape of the profiles) to profiles
which instead depict & wake flow which is becoming uniformly
mixed with a single peak in the profiles. The slight
transverse broadening of the profiles in Figure 16 seems
consistent with the nature of the redeveloping wake to remain a
strong viscous core surrounded by inviscid regions with
minima)} interfacial mixing. The final few profiles for <u'>/u

illustrate the nature of the turbulence field even at
distances far tream, since plateau sgeamwise turbulence
intensity levels remain at approximately $5-6 percent,
comparable to the central regions of a rbulent boundary layer.

The extent of shear work ongoing in the redeveloping
wake flow is evident in the trends of the kinematic Reynolds
stress term shown in Figure 17. These profiles are essentially
zero at the upper and lower vertical extremes and experience
positive and negative shear work across the viscous wake flow,
with peak levels in the initial few traverses reaching
approximately 1.2 percent. Some indication of the role of
compressibility on the redeveloping wake flow seems evident in
the variation of shear work (with streamwise distance) between
the side of the wake which originated from the upper
Mach 2.56 stream and the lower side which was energized by
the Mach 2.05 stream. This larger shear stress gradient for the
lower Mach number stream was also observed by Samimy and
Addy [17].

Conclusions

The near-wake interaction flowfield generated by the
separation of two supersonic soeams past a finite-thickness
base was characterized by steep velocity gradients, high
turbulence intensity levels, and viscous mixing in the presence
of an adverse pressure gradient The shear layer mixing regions
were characterized by constant-pressure mixing along the initial
two-thirds of their length, and showed an evolution of velocity
profiles from truncated forms of the boundary layer shapes to
more wake-like profiles farther downstream. The shear layer
profiles appear to achieve relative self-similarity in mean
velocity while only approaching self-similarity in the turbulence
field. The region of separated flow existing between the two
supersonic streams in the near-wake exhibited vigorous
recirculation, maximum negative velocity magnitudes reaching
0.23 u_, and strong turbulent interaction with the low-velocity
regiond of both shear layers. Peak levels of turbulence intensity
were measured in the recompression and reattachment regions
and decreased rapidly with streamwise distance. The
turbulence field in the region of reattachment is strongly
anisotropic, reaching turbulence intensity ratio values of
approximately 4. LDV data for the redevelopment of the
downstream wake flow showed lower levels of turbulence
intensity and kinematic Reynolds stress than other regions of
the near-wake interaction, but illustrated the strong preservation
of the disturbed turbulence field with even large distances
downstream. While recovery of the mean velocity profiles was
achieved, much slower recovery of the turbulence field was
seen.
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Upper Lower
Parameter Stream Stresm
Mach Number 2.56 2.05
Reynolds Number
Based on Momentum 13x 10t 62x10
Thickness, Reg
Boundary Layer
Thickness, 8 [oan}] 3.349 1.460
Displacement
Thiciness, 8° (mm) 0.947 0.393
Momentan
Thickness, 6 {mm) 0.219 0.118
Wake Sweagth
Parameser, X 0.921 1.121
Friction Ve*: ~ity,
uy [m/ee 25.1 214
Skin Friction
Coefficient, 0.00160 0.00182

Table 1 Properties of the Mach 2.56 and Mach 2.05 wrbulent

boundary layers.

Fig. 1 Schematic of the near-wake interaction flowfield.
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Fig. 2 Streamwise velocity profiles plotied in wall-wake law
coordinates for the turbulent boundary layers.
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Fig. 3  Schlieren photograph showing the interaction regions
for the near-wake tﬂh\vﬂdd.
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Fig. 4 Three-dimensional surface contour representation of
the static pressure field in the near-wake region.
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interaction flowfield

Streameise Meen Velocity Profies, WA,
¥ =256 u, = 584.13 mveec -
M o= 205, u = 523.85 evaec

SR A
t b

‘ by
e

- e

4 Lg.-‘—o-ao.Aw"H

.-..»A._,,,
1 A

i 11 )
RERERE -
1944 91914
ZSlem]b 45 65

Fig. 6 Soeamwise mean velocity profiles for the shear layers
and the initial part of the recompression region.
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An experimental program has been conducted to study the flowfield behind a blunt-
based body of revolution embedded in a supersonic freestream. The experiments have
been conducted in a newly-designed axisymmetric wind tunnel facility at a nominal
approach Mach number of 2.5. A cylindrical sting aligned with the axis of the wind tunnel
provided the physical model for the study. Qualitative flowfield information was obtained
with spark-schlieren photography and surface oil visualization. Mean wall static pressure
measurements were made across the base and along the sting parallel to the wind tunnel
axis. Nineteen pressure taps were concentrated across the base to properly access the
dependence of local base pressure on radial location. The sting boundary layer profile and
nozzle exit flow uniformity were measured by a one-component laser Doppler velocimetry
(LDV) system. The base pressure measurements indicate only a small dependence on
radial location. Interference waves generated at the junction of the nozzle exit and test
section were found to have a large effect on the base pressure profile at certain operating

conditions but could be eliminated by proper operation of the tunnel.




Nomendlature
P
Cp dimensionless pressure coefficient, Cp= M2
D base diameter
M Mach number
P static pressure
Po total pressure
r radial distance from centerline
R base radius
U axial velocity
X axial distance from nozzle exit, positive downstream
Y vertical distance from sting surface
Greek
o boundary layer thickness
c standard deviation of ensemble
Superscripts
* angular degrees
' fluctuation from the mean value
Subscripts
base referring to blunt base or base plane
cell test section sudden-expansion region
edge edge of the boundary layer
exit nozzle exit plane
matched matched pressure condition at nozzle exit lip, i.c. Pexit
noz nozzle exit
oo freestream condition at nozzle exit

=P cell




AN EXPERIMENTAL INVESTIGATION OF AXISYMMETRIC POWER-
OFF BASE FLOW PHENOMENA

Inroduction
The pressure which acts on the base of a bluff body traveling through a viscous
fluid is known as the base pressure. The fluid separates from the body at or near the base
_corner setting up a low-speed recirculation region near the base. The pressure in this
region is nearly constant and takes a value significantly less than the freestream flow due to
the expansion at the corner. This difference in pressure causes an axial component of drag,
commonly referred to as base drag, which can account for up to two-thirds of the total drag
on a body of revolution [1]. Practical situations where base drag can be significant include
missiles, airfoil trailing edges, and nozzie exhaust surfaces.

A general flowfield schematic of supersonic flow cver a blunt, axisymmetric body
is shown in Figure 1. The approach flow consists of a uniform supersonic flow region and
a viscous boundary layer (!aminar or turbulent) very near the body of revolution. Near the
base corner the flow geometrically separates from the bouy and a free-shear layer is formed
where rapid mixing occurs between the inviscid external stream and the low-speed
recirculating flow. The shear layer is concave to the centerline initially but turns outward
as the flow approaches the axis of symmetry. Realignruent takes place through a
recompression region with a rise in pressure to a value above the freestream static pressure
due to the axisymmetric nature of the diverging streamlines. This overcompression is the
main reason axisymmetric bodies have higher base pressures (lower base drag) than similar
two-dimensional bodies. Fluid in the low-speed side of the shear layer is unable to
negotiate the adverse pressure gradient imposed during recompression and must reverse
direction and return to the base, thus, setting up a relatively low-speed "dead-air region" of
recirculating flow. The separated flow region near the base up to recompression is usually

referred to as the near wake of the body.




In the "power-on" configuration, a central jet is present along the axis of

symmetry which greatly reduces the length of the separated flow region. The reduced size
of the near wake reduces the problem of wave interference from wind tunnel walls with the
sensitive separated flow region. On the other hand, the "power-off” confi uration (no
central jet) is more succeptible to interferenc: effects but offers more opportunity to
accurately resolve the flowfield in the high-gradient regions of the shear layer.

Several researchers have investigated the fundamental problem of axisymmetric
base drag. Parametric studies of the effects of Mach number, Reynolds number, and
boundary layer thickness on the base pressure have been conducted since the early 1950's
[2-6]. Unfortunately, problems such as wind tunnel interference and proper model
alignment have plagued base flow researchers and, therefore, make the quality of the
subsequent data questionable. Experiments with bodies of revolution have incurred several
problems in the proper mounting of the body to avoid interference of the flowfield. In
addition, the introduc‘ion of instrumentation probes (e.g. pitot-static probes) into the
separated flow region has been common, even though it has beer shown to disturb the
flowfield. Both qualitative and quantitative data has been presented [7-9] which documents
the disturbance caused by external waves and probes.

Due to the apparent lack of quality experimental base flow data on bodies of
revolution, an axisymmetric base flow program has been undertaken in the University of
Illinois Gas Dynamics Laboratory. The objectives of this program include the complete
documentation of an interference-free, truly axisymmetric flowfield behind a cylindrical
body of revolution embedded in a supersonic freestream. Initiaily, only the power-off
configuration will be investigated. The intent of this research is not to reproduce the
parametric studies common in the literature but, rather, to identify the dominant fluid
dynamic mechanisms inherent in these complex flows. This will be a large step in devising
new base pressure control methods to reduce base drag. Flowfield documentation will

include qualitative flow visualization as well as detailed, non-intrusive mapping of the




velocity field in the near-wake region. This paper discusses the design of the interference-
free, supersonic wind tunnel and the initial experiments in the program which include

schlieren photography, surface oil visualization, static pressure measurements, and

approach flowfield documentation.

The current experimental investigation was conducted in a supersonic, blow-down
type wind tunnel designed solely for the study of axisymmetric base flows. A schematic of
the basic features of the facility is provided in Figure 2. A hollow sting extends upstream
through the stagnation chamber and nozzles to provide a physical mounting surface for the
bases under study. For the current investigation, only cylindrical bases (no boattail) were
used. Following the advice of Koh [10], the two sting supports were positioned upstream
of the nozzle entrance to avoid any support disturbances in the flowfield. The far-upstream
support is a Dodge taper lock that closes symmetrically around the sting to aide in its
alignment along the axis. As will be discussed later in this report, the taper lock was
insufficient as the only means to properly center the sting within the nozzle. Optical access
to the flowfield was achieved by two rectangular side plates of optical-quality glass.

The axisymmetric, supersonic nozzle takes on an annular cross section with the
central sting in place. The method of characteristics for irrotational, supersonic,
axisymmetric flow was used in the nozzle design to design to produce a uniform Mach 2.5
flow with the central sting [11]). Displacement effects due to boundary layer growth on the
sting and nozzle surfaces reduce the actual nozzle exit Mach number to 2.46. The
freestream Reynolds number based on the base diameter was 107. Prior to entrance into
the nozzle, the flow passes through a flow conditioning section inserted into the stagnation
chamber. The screen-honeycomb-screen combination is used to effectively damp out any

large-scale turbulence generated in the air supply to the nozzle.




The geometry of the test section is such that the nozzle exit flow undergoes a
sudden expansion radially outward as it enters the test section. Figure 3 is a diagram of the
junction between the nozzle exit lip and the test section. This location is the most likely
cause for any interference with the base flowfield; therefore, several experiments were
conducted to investigate methods of reducing or eliminating any interference waves
produced by this junction. The location of static pressure taps on both sides of the
junction allowed for direct measurement of the pressure differential at the nozzle exit. With
the nozzle operating in the overexpanded state, a compression wave is generated at the
nozzle exit lip that may or may not intersect the separated flow region downstream of the
base. Conversely, an underexpanded nozzle condition causes an expansion wave (fan) at
the nozzle exit lip.

To eliminate interference waves, it was necessary to devise a means to make the
pressure differential vanish at the operating condition of the tunnel. Sauter [12] describes
one such method: mass injection/removal into the separated flow region of the test section
in order to raise/lower the pressure. Unfortunately, the existing base flowfield was shown
to be adversely affected by the mass transfer causing an open wake downstream of the
base. That is to say, the separated "dead-air" region was not closed off by the
recompression region and, therefore, extended far downstream of the undisturbed point.
After reviewing these previous attempts to equalize the nozzle exit pressures, a passive
pressure control method was examined. By varying the pressure in the plenum chamber of
the wind tunnel, it was found that the pressure differential at the nozzle exit lip reacted in a
linear fashion passing through zero (equal pressures) at some value of stagnation pressure.
The pressure differential as a function of stagnation pressure is shown in Figure 4. By
operating the wind tunnel at the "matched pressure” condition, any interference waves from
the critical nozzle exit-test section junction could be eliminated. The pressure
measurements described were well supported by spark-schlieren photographs of the

different nozzle operating conditions. Representative photographs are shown in Figure 5




for underexpanded, overexpanded and perfectly expanded nozzle exit flow. The
interference waves are clearly visible for all cases except the matched pressure case.

The effect of interference waves on the average base pressure was also investigated.
Figure 6 presents the non-dimensional base pressure coefficient as a function of the
stagnation pressure. As discussed above, different values of Pq correspond to different
strengths and types of interference waves from the nozzle exit lip. It is seen that whenever
the interference wave is a compression wave (shock wave), the base pressure is altered to
higher values, the effect being more pronounced as the shock wave strength increases (i.e.
nozzle exit flow more overexpanded). On the other hand, an interference expansion wave
(Po>Pmatched) causes little change in the base pressure. The discrepancy between the two
wave types is thought to be only a matter of where the waves intersect the separated base
flow region. The composition of the interference wave, in other words, is not necessarily
the major factor is determining base pressure dependence.

In a similar study of wind tunnel interference effects behind bodies of revolution,
Hawkins and Trevett [9] indicate that any interference wave intersecting the recirculation
region upstream of a "critical-interaction point" affected the structure of the flowfield and,
consequently, the base pressure. This critical point was found to lie very close to the sonic
point of the developing wake for Mach numbers above 1.9 as determined by pitot probe
traverses along the centerline. Therefore, in the current study it is suggested that all
compression interference waves generated by the nozzle lip intersect the recirculation region
upstream of the sonic point. As Pg decreases the compression shock becomes steeper with
respect to the wind tunnel axis and, therefore, intersects the base flow region further
upstream causing increased interference (higher base pressures). As Pg increases to the
matched pressure condition, the shock wave fades into an interference wave of infinitesimal
strength and then into an expansion fan at higher stagnation pressures. The leading
interference wave of the expansion fan is just the local Mach line determined only by the

local flow Mach number. Consequently, the leading interference wave of any nozzle lip




expansion fan has a constant angle with respect to the wind tunnel axis and intersects the
base flowfield at a fixed location. In the current study, apparently, the intersection point is
very near or slightly downstream of the sonic point in the developing wake. From
schlieren photographs, this critical interaction distance was measured to be 2.0 base
diameters downstream of the base.

Proper centering of the sting within the nozzle is imperative for truly axisymmetric
flow behind a blunt base. Unfortunately, this has been a recurring problem in
axisymmetric base flow research. Even though careful steps had been taken in the wind
tunnel fabrication process of the current study, an additional method to ensure concentricity
between the sting and nozzle was found to be necessary. To meet this end, four nozzle
adjusting blocks were installed. These blocks allow for the translation of the nozzle and
test section vertically or horizontally without changing the position of the upstream-
supported sting. The degree of concentricity is checked by applying a mixture of viscous
oil and lampblack on the base and then running the wind tunnel at the chosen operating
condition. The symmetry of the resulting oil streak pattern is used as an indicator of
whether or not the sting is properly centered. If any asymmetry exists in the oil-streak
pattern, the position of the nozzle and test section is adjusted and the process is repeated.
The oil-streak pattern on the base for a "centered” sting is shown in Figure 7. The trial-
and-error centering process has shown the base flow symmetry to be extremely sensitive to
the sting position within the nozzle. For example, a nozzle/test section translation of
0.010" can cause a movement in the base symmetry point of up to 1.0". The physical
location of the sting relative to the nozzle throat and nozzle exit plane was measured after
the most-symmetric oil-streak pattern had been obtained. Interestingly, the sting and nozzle
were very concentric at the throat but not at the nozzle exit, even though the oil-streak
patterns indicated axisymmetric flow at the base. The uniformity of the transonic flow near
the throat is, therefore, thought to be highly dependent on the physical symmetry in that
region and can greatly affect the symmetry of the supersonic flowfield exiting the nozzle.




Instrumentation

In addition to the surface oil-streak visualizations described above, schlieren
photography, static pressure measurements, and laser Doppler velocimetry were used to
document the supersonic, axisymmetric base flowfield. All experimental data was taken
with the wind tunnel operating in the matched-pressure condition (i.e. no nozzle exit lip
interference) with a sting/nozzle position which yielded a symmetric oil-streak pattern along
the base.

Spark-schlieren photographs were taken of the base flowfield using a 1.4 ps
duration light source with the knife edge both horizontal and vertical to the flow direction.
Schlieren photography relies on the existence of density gradients in the flowfield to bend
light rays. The resulting light intensity distribution far away from the wind tunnel is then
indicative of the density gradient distribution in the flowfield. The primary advantage of
the pulsing light source is the capability to avoid photographic smearing by "freezing" the
flow at an instant in time. Photographs were taken for several different operating
conditions to investigate the qualitative structure of the flowfield.

Static pressure measurements were taken at various locations on the base and nozzle
using a Pressure Systems Inc. Digital Pressure Transmitter (Model 6400-T). Nineteen
0.025" diameter pressure taps were located symmetrically across the base to measure the
radial dependence and sym:ne:ry of the base pressure. From this data, a local base
pressure coefficient was calculated for each pressure tap location. An area average was
then performed to yield an average base pressure coefficient which could be compared to
base pressure data from previous investigations. In addition to base pressure taps, static
pressures were also measured upstream of the base along the sting surface. Five static
pressure taps separated by 0.125" were located 180° apart on the sting periphery such that
the taps furthest downstream were 0.094" from the base corner. These taps were used to

document the static pressure field of the supersonic approach flow. Also, local Mach




numbers were calculated assuming isentropic flow from the stagnation chamber pressure.
A diagram showing the relative location of the static pressure taps is provided in Figure 8.
As described above, eight static pressure taps were placed around the periphery of the
nozzle exit and in the test section region to measure the pressure differential at the nozzle
exit lip.

The shape of the approach boundary layer was measured by a laser Doppler
velocimeter. In order to make measurements close to the sting surface, a one-component
arrangement was utilized. Laser Doppler velocimetry (LDV) is a laser-based technique that
measures the instantaneous velocity of small particles suspended throughout the flowfield
by detecting the Doppler frequency shift of the laser light. A small volume defined by the
intersection of two focused laser beams acts as the measurement location for the fluid
velocity. As the volume is traversed around the flowfield, a velocity map can be created
that intimately describes the flowfield. The non-intrusive nature of LDV offers a significant
advantage over other velocity measurement tools. In addition, LDV is capable of
discriminating the flow direction which is a necessity in separated flows.

The effective dimensions of the measurement volume and other pertinent data
concerning the LDV system are given in Table 1. A schematic diagram of the LDV optical
configuration is shown in Figure 9. Since the natural particles existing in the air were too
small and few in number to serve as scattering media, an artificial seeding method was
necessary. A Thermal Systems Inc. 6-Jet Atomizer with silicone oil as the atomized fluid
was used to produce the small particles that were then injected into the flowfield just
upstream of the converging nozzle. This combination of atomizer and seeding material has
been shown to produce a polydisperse particle size distribution centered at 0.8 um [13].
Also, recent experiments in the Gas Dynamics Laboratory [14] have shown that particle
dynamics effects are minimized when using atomized silicone oil as a seeding media. For

this reason, it is believed that in the current investigation the artificial seed accurately




follows the flowfield, and velocities of the particles (measured) are the same as the velocity
of the local fluid (inferred).

The approach boundary layer was measured with the LDV 8 mm downstream of the
nozzle exit along the sting surface. The uniformity of the nozzle exit flow was also
determined by traversing the measurement volume vertically across the nozzle exit. In all
cases, only the streamwise component of velocity was measured. More than 2000 data
samples were gathered at each measurement location and were subsequently reduced into
mean and fluctuating velocities by ensemble averaging. A 1-D inverse-velocity bias
correction was applied to eliminate any velocity bias in the data. Also, a software filter was
used to remove any "bad" data points by specifying a 50 requirement on the ensemble.
Since the direction of the flow was almost certainly known prior to taking the data, a
method to discriminate flow direction (optical frequency shifting) was not utilized thus
simplifying the optical setup. Scattereu laser light was collected in an off-axis, forward-
scatter configuration located 10° from the transmitted laser beam axis in order to reduce the
effective length of the measurement volume. A counter processor converted the scattered
light intensity distribution into Doppler frequency by counting the time for 8 cycles of the
signal to cross a pre-set threshold. The resolution of the internal counter clock was 10-9

seconds.

Results

Schlieren photography was consistently used to grasp the qualitative structure
present in the axisymmetric flowfield. Figure 10 is a schlieren photograph of the wind
tunnel flowfield at the chosen operating condition for these experiments. Several basic
features of the flow are clearly visible including the base corner expansion fan, the merging
free-shear layers (actually conical in nature), and the recompression shock system. Also,
the separated flow in the expanded test section regions are seen at the top and bottom of the

photograph. The base corner expansion waves reflect off these upper and lower shear




layers as compression waves which coalesce to form an oblique shock wave directed
toward the centerline. This phenomenon is strictly a wind tunnel effect; therefore, the
reflected oblique shock wave defines the downstream boundary for any interference-free
data taken in the wind tunnel. The lack of detailed clarity in the schlieren photographs was
due to the axisymmetric nature of the wind tunnel. Since schlieren photography depends
on the bending of light rays across the wind tunnel span, it is ideally suited for two-
dimensional flowfields where only streamwise and transverse density gradients are
significant. In axisymmetric flows, gradients exist in all Cartesian coordinate directions
(x,y,z), so the spanwise integration of light rays results in background smearing and loss
of detail in the photographs.

Since base pressure data alone is meaningless, it is important to quantify the
approach flow conditions. In the current investigation, LDV traverses across the nozzle
exit yielded information on the freestream velocity as well as the boundary layer profile.
Figure 11 is a plot showing' the variation in Mach number across the nozzle exit assuming
isoenergetic flow from the stagnation chamber. The freestream Mach number was very
uniform at Meo= 2.46 + 1%. Again, the slight discrepancy from the design Mach number
of 2.5 is due to the displacement effects of the sting and nozzle boundary layers. The
freestream Mach number determined by the LDV was verified by static pressure data near
the nozzle exit assuming an isentropic expansion through the nozzle. Measured turbulence
intensities in the uniform flow region were consistently less than 1% with little variation
across the nozzle exit. Hence, the flow conditioning screens and honeycomb upstream of
the nozzle entrance were successful in damping out the large-scale turbulence created in the
stagnation chamber.

Boundary layer data was obtained 8 mm downstream of the nozzle exit on the
central sting. The non-dimensional velocity profile is shown in Figure 12 along with the
curve fit of Sun and Childs for compressible, turbulent boundary layers [15]. A least-

squares routine was used to provide the "best" fit to the experimental data. The
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compressible displacement thickness, momentum thickness and shape factor were
subsequently calculated by numerical integration assuming an adiabatic wall with a
recovery factor of 0.89 [16]. A complete listing of the resulting boundary layer parameters
described above is provided in Table 2. The shape of the velocity profile indicate a
turbulent boundary layer approached the base. The turbulence intensities throughout the
boundary layer are shown in Figure 13. Maximum levels of 10% relative to the freestream
velocity were measured very near the wall (Y=0.18mm). Measurements below Y=0.18
mm were not possible due to increased noise levels from laser reflection off the sting
surface as well as insufficient seeding.

In addition to documenting the approach velocity field, static pressure
measurements were made along the sting surface to quantify the pressure field near the base
corner. Figure 14 shows the average pressure field approaching the base plane. Each data
point displayed is an average of two pressure taps located the same distance from the base
plane but 180° apart on the sting surface. The pressure data reflects the upstream influence
of the strong expansion at the base corner. The rise in pressure near the base begins
approximately 2.5 boundary layer thicknesses upstream of the base comer. This appears to
contradict the classical theory of a decreasing pressure field due to the lower base pressure
feeding upstream through the subsonic portion of the boundary layer. The rising-pressure
trend in the current investigation is yet unexplained, although it is consistent on both sets of
diametrically-opposed pressure taps.

In order to extract meaningful data from the existing wind tunnel, the measured
base pressure should be independent of the axial position of the sting. Axial translation of
the base into the nozzle should have no effect on the base pressure as long as the base plane
still lies in the uniform flow region defined by the characteristic mesh of the supersonic
nozzle. By demonstrating the independence of base pressure with sting position, the wind
tunnel effects on the base flowfield can be shown to be negligible. The average base

pressure normalized by the freestream static pressure is shown in Figure 15 for a variety of
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axial base positions near the nozzle exit. The experimental data of Lilienthal, et al. [11]
from an earlier investigation that used the same nozzle but a different sting is also included
for comparison. The maximum deviation in base pressure ratio is approximately 4% of the
value at the nozzle exit, so within the axial distances shown in Figure 15, the base pressure
is nearly independent of the sting position. The slight increase in pressure as the base is
translated into the nozzle may be associated with some asymmetry in the base flow
patterns. Base oil-streak patterns were used to center the sting only when the base plane
coincided with the nozzle exit plane. Hence, only the flow at the nozzle exit is known to be
truly ax.symmetric. Nonetheless, the effect of any asymmetry created as the base was
pulled into the nozzle had only a small effect on the average base pressure ratio.

Documenting the static pressure profile across the cylindrical base has importance in
analytical and computational modelling of these flows. Early theories assumed the entire
recirculation region to be of constant pressure, the value being defined by the expansion fan
at the corner. For simplicity, the expansion at the corner of a body of revolution was
assumed to be two dimensional in order that the well-known Prandtl-Meyer relations could
be used. In fact, the comer expansion is not two dimensional but curved due to the
axisymmetric nature of the flow. Zumwalt [5] observed from schlieren photographs that
the free-shear layer and outer inviscid flow in the base region take a conical shape. For this
reason, he abandoned the constant-pressure assumption in the recirculation region in favor
of the pressure distribution of a potential flow over a rearward-facing cone. Unfortunately,
it is difficult to make pressure measurements in this region without disrupting the flowfield,
s0 no convincing experimental data is available to confirm this theory.

The base pressure profile across the inner 90% of the base is shown in Figure 16.
The non-dimensional base pressure coefficient is shown to be relatively independent of
base radius and takes an average value of -0.10. Free-flight experimental data of Charters
[17] suggests Cp=-0.11 at Mach 2.5. The asymmetric increase in Cp on one side of the

base may suggest a slight misalignment in sting position at the nozzle exit. Even though

12




the oil-streak pattern was symmetric at this location, it was shown to be extremely sensitive
to sting position; consequently, a small, unplanned alteration in position could have
occured during the experimental process causing the asymmetry shown in Figure 16. In
additon, the pressure differential across the nozzle exit was not entirely symmetric which
may suggest interference waves emanating from some local regions around the periphery
even though the average pressure differential is near zero. This localized interference
would tend to increase the base pressure at the point of intersection with the recirculation
region, therefore causing an asymmetry such as is shown in the base pressure profile.
Once again, the difficulty in producing an interference-free flowfield that accurately
simulates the free-flight conditions has consistently plagued base flow researchers. The
effort in the present investigation to fully eliminate a:iy wind tunnel effects has been largely
successful, but the data suggests that continued scrutiny as to the origin of these effects
must continue throughout the current investigation as well as throughout any base flow

investigation in the future.

Conclusions
A list of the major conclusions that can be drawn from the experimental program
described in this paper include:

1. Extreme care must be taken to properly center the sting in any axisymmetric wind
tunnel experiments. In the current study, nozzle positioning blocks provided good
control of relative sting position such that an axisymmetric base flowfield could be
produced.

2. Base oil-streak visualization has proven to be an effective method to properly assess
the symmetry of the flowfield downstream of the base.

3. Proper physical alignment at the nozzle throat is the controlling factor in creating a

axisymmetric flowfield downstream of the nozzle exit.




4. Interference waves emanating from the nozzle exit could be effectively eliminated
by properly choosing the stagnation pressure in the plenum chamber.

5. The effect of any interference wave intersecting the base flowfield upstream of the
critical interaction point in the developing wake was to increase the base pressure.
Interference waves intersecting the flow downstream of this point had no effect on
the base pressure.

6. Flow conditioning by a screen-honeycomb-screen combination in the stagnation
chamber produced a uniform flowfield with freestream turbulence intensities below
1%.

7. The upstream influence of the base corner expansion was to increase the static
pressure starting 2.5 boundary layer thicknesses upstream of the base.

8. Non-dimensional base pressures are nearly independent of radial position on the

base.

Acknowledgments
The author wishes to thank his faculty research advisor J. C. Dutton for his help

and guidance in the development of this experimental program. In addition, appreciation
goes out to the Army Research Office for the funding of the program and to Dr. Thomas
L. Doligalski who acted as Contract Monitor for ARO.

14




References

Chapman, D.R., "An Analysis of Base Pressure at Supersonic Velocities and
Comparison with Experiments,” NACA Report 1051, 1951.

Reid, J. and Hastings, R.C., "Experiments on the Axi-Symmetric Flow over
Afterbodies and Bases at M=2.0." Report No. Aero 2628, October 1959, Royal
Aircraft Establishment, Fambourough, England.

Badrinarayanan, M.A.., "An Experimental Investigation of Base Flows at Supersonic
Speeds,” Journal of the Roval Aeronautical Society, Vol. 65, July 1961, pp. 475-
482.

Valentine, D.T. and Przirembel, C., "Turbulent Axisymmetric Near-Wake at Mach
Four with Base Injection,"” AIAA_Journal, Vol. 8, No. 2, December 1970, pp.
2279-2280.

Zumwalt, G.W., "Analytical and Experimental Study of the Axially-Symmetric
Supersonic Base Pressure Problem,” Ph.D. Thesis, Department of Mechanical
and Industrial Engineering, University of Illinois at Urbana-Champaign, 1959.

Avidor, J.M. and Schneiderman, A.M., "Experimental Investigation of High
Reynolds Number Compressible Axisymmetric Turbulent Wakes," AIAA
Journal, Vol. 13, No. 4, April 1975, pp. 485-489.

Dayman, B., Jr., "Support Interference Effects on the Supersonic Wake," AIAA
Joumnal, Vol. 1, No. 8, August 1963, pp. 1921-1923.

Donaldson, LS., "The Effect of Sting Supports on the Base Pressure of a Blunt-Based
Body in a Supersonic Stream,"” The Acronautical Quarterly, Vol. 6, August 1955,
pp. 221-229.

Hawkins, R. and Trevett, E.G., "Changes in the Flow at the Base of a Bluff Body
Due to a Disturbance in its Wake," AGARD Report 539, May 1966.

15




10.

11.

12.

13.

14.

15.

16.

17.

Koh, J.C.Y., "A New Wind Tunnel Technique for Providing Simulation of Flight
Base Flow," AIAA-71-268, 1971.

Lilienthal, P.F., Brink, D.F. and Addy, A.L., "Experimental Program for the Study
of Supersonic and Transonic Axisymmetric Base-Pressure Problems,"
Department of Mechanical and Industrial Engineering Report, University of
Illinois at Urbana-Champaign, Contract No. DA-01-021-AMC-13902(Z),
Urbana, Lllinois, 1970.

Sauter, J.M., "Design of an Axisymmetric Supersonic Wind Tunnel and Experimental
Study of Supersonic, Power-off Base Flow Phenomena,” M.S. Thesis,
Department of Mechanical and Industrial Engineering, University of Illinois at
Urbana-Champaign, March 1989.

Petrie, H.L., "A Study of Compressible Turbulent Free Shear Layers Using Laser
Doppler Velocimetry,” Ph.D. Thesis, Department of Mechanical and Industrial
Engineering, University of Illinois at Urbana-Champaign, April 1984.

Bloomberg, J.E., "An Investigation of Particle Dynamics Effects Related to LDV
Measurements in Compressible Flows," M.S. Thesis, Department of Mechanical
and Industrial Engineering, University of Illinois at Urbana-Champaign,
September 1989.

Sun, C.C. and Childs, M.E., "A Modified Wall Wake Veloc':3 Profile for Turbulent
Compressible Boundary Layers," AIAA Journal of Aircraft, Vol. 10, No. 6, June
1973, pp. 381-383.

Kays, W.M. and Crawford, M.E., "The Turbulent Boundary Layer for a Gas with
Variable Properties,” Convective Heat and Mass Transfer, 2nd ed., McGraw-
Hill, New York, 1980, pp. 305-309.

Charters, A.C. and Turetsky, R.A., "Determination of Base Pressure from Free-Flight
Data," Report 653, March 1948, Aberdeen Ballistic Research Laboratory.

16




Iablel LDV System Technical Data

Laser: Spectra-Physics 5 Watt argon-ion using the green line (514.5nm)
Transmitting Optics: TSI one-component system without optional frequency shifting

Measurement Volume:

beam diameter = 1.38mm

beamn spacing=22.0mm

focal length=360.1mm

fringe spacing=0.00843mm
measurement volume diameter=0.171mm
effective length=2.39mm

number of fringes=20

Receiving Optics: standard TSI receiving module with 250mm focal length receiving lens and
0.25mm pinhole, positioned 10 degrees off the forward scatter axis

Signal Processing: TSI Model 1990B frequency counter requiring 8 fringes for a valid burst

Computer: Digital Equipment Corporation PDP 11/73 with Direct Memory Access (DMA)
interface

Seeder: TSI six-jet atomizer running at 75 psi supply pressure

Traversing Table: standard optical breadboard with a DISA electronic drive in two directions
and manual positioning in the other (vertical); vertical positioning accuracy of
0.05mm by digitally-coded linear scale

Table2 Sting Boundary Layer Parameters

Measurement Location: 8 mm downstream of nozzle exit
Boundary Layer Thickness: =3.2 mm

Compressible Displacement Thickness: §*=0.95 mm
Compressible Momentum Thickness: 6=0.25 mm
Shape Factor: H=3.78

Friction Velocity: ug=20.9 m/s

Skin Friction Coefficient: Ce=0.00146

Coefficient of Wake Function: I1=1.41
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Figure 4 Pressure Differential at the Nozzle Exit Lip




Figure S Schlieren Photographs of (a) underexpanded nozzle, (b) perfectly
expanded nozzle, and (c) overexpanded nozzie




Figure 6 Average Base Pressure Coefficient at Different Stagnation
Pressures
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Figure 7 Photograph of Base Oil-Streak Visulization for "Best-Centered”,

Symmetric Flowfield
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Figure 8 Location of Static Pressure Taps on Base and Sting Surfaces
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Figure 10 Spark-schlieren Photograph of Interference-free Base Flowfield for
Wind Tunnel Operating in the Matched Pressure Condition
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DESIGN OF A PARTICLE IMAGE VELOCIMETER FOR HIGH SPEED FLOWS

R. A. Rosner

Department of Mechanical and Industrial Engineering
University of lllinois at Urbana-Champaign

Abstract

A particle image velocimetry (PIV) system has
been developed for use as a non-intrusive laser
diagnostic tool to complement laser Doppler
velocimetry (LDV) in high speed (transonic and
supersonic) wind tunnel studies. The PIV system is
capable of extracting instantaneous two-dimensional
velocity maps within a flow by recording double
images of seed particles on photographic film and
then examining the local displacement of particle
images to determine velocity vectors. The image
acquisition system uses two high power puised
Nd:YAG lasers focused into a thin light sheet to
illuminate seed particles for recording on either 35 mm
or 4" x 5" format film, with control of seeders, lasers,
and the camera shutter performed by a Macintosh i
computer. Interrogation of the double-exposed
photographs to extract velocity information is done on
an image processing system based on a 50 MHz
Macintosh workstation, a HeNe laser for illumination,
automated positioners to handle the film, and a CCD
array camera. The design of the acquisition system,
including speciai considerations for PIV in high speed
flows, is discussed. The theory and design of the
interrogation system are also described. Finally,
results from the cases used to validate and
demonstrate the PV system are pressnted.

Introduction

Particle image velocimetry (PIV) is a non-
intrusive laser diagnostic technique used to make
instantaneous velocity measurements in a planar
region of turbulent and separated flows. The
technique involves two complementary yet
independent processes; these processes are called

* Currently Mechanical Engineer, B&V Waste Science
and Technology Corporation, Kansas City, MO.
Member AIAA.

Copyright © 1992 by the American institute of Aeronautics and
Astronautics, Inc. All rights reserved.

acquisition and imerrogation. In the current setup the
acquisition system uses two puised lasers which are
focused into a sheet of light to illuminate seed particles
within a planar region of the flow. The particie images
are then double-exposed onto photographic film by
flashing the lasers at a set time interval (Figure 1). The
double-exposed photograph, with a known
magnification and time delay, can then be interrogated
to determine particle separations and thus velocity
vectors. This is done by successiveiy illuminating
small regions of the photo and digitizing anc storing
the images in a computer, where the average
displacement of the particles in each interrogation
region is found via image processing.

PIV has been determined to be a necessary
and useful tool for fiuid mechanics research because it
can be used to quantitatively visualize highly
unsteady, turbulent, and separated flowfields.
Because it is non-intrusive, no probes or sensors need
to be placed in the flow which could disturb or alter the
flow regime which is under siudy. Unlike flow
visualization, PIV determines accurate, quantitative
velocity information. Because a map of an entire
plane in the flow field is made with the process, PIV
allows observation of important instantaneous spatial
structures that cannot be determined with laser
Doppler velocimetry (LDV), which evaluates mean
velocities and other turbulence data on a point by
point basis. LDV also requires much longer wind
tunnel run times in order to map the entire flow field.
PIV is not meant to be used to duplicate the important
statistical turbulence data which can be obtained from
LDV, but is instead intended to be used as a
complement to LDV to determine instantaneous flow
structures.

Acquisition Svstem

Equipment

The image acquisition system uses two puised
‘asers focused into a thin sheet of light to illuminate
seed particles in the wind tunnel. The sheet is 0.4 mm




thick and is adjustable from 66 to 108 mm wide. The
light sheet is sent vertically through a window in the
bottom of the tunne! and photographs of the
illuminated particies are taken through a side window.
In the acquisition process, two laser pulses are used
to capture two images of each particle on a single
photograph. The entire process is operated from a
Macintosh Il computer. The computer controls the
operation of the seeder valves and camera shutter
and specifies the time interval for the laser pulses. A
schematic of the acquisition equipment is shown in
Figure 2. The top section of the laser table is placed
on anti-vibration mounts to avoid displacement of the
optics and camera during a run, but can be traversed
in the streamwise direction to take multiple photos in
long test sections without moving the entire apparatus.

The design of the image acquisition system
started with the choice of the illuminating laser for
photographic double-exposure of seed particles
suspended in the flow. The requirements for the laser
included very short duration pulses to prevent blurring
of particle images, high power in the visible spectrum
to illuminate small seed particles used in high speed
flows, and an accurate and tunable pulse separation
to adjust for varied flow speeds. Two pulsed Nd:YAG
lasers, frequency doubled to 532 nm (green), were
chosen because of their combination of high power
(550 mJ) and short pulse width (4-6 ns). Two lasers
are required in order to obtain two pulses within the
necessary time separation (approximately 200 ns for
some supersonic applications). Adjustable pulse
separation is accomplished by using a Stanford
Research Systems Inc. digital delay pulse generator to
trigger the lasers. The Stanford box, along with the 35
mm camera shutter and seeder valves, is controlled
from the Macintosh by means of a National
Instruments digital VO board. The optical components
chosen to form the light sheet are made from fused
silica substrate with special coatings to withstand high
energy pulses. The sheet forming optics are detailed
in Figure 3.

A Canon 35 mm camera with an electronic
shutter was chosen for the acquisition process. The
35 mm format is generally preferred over 4" x 5" film
because it is relatively inexpensive and allows for
automatic control of shuttering so that multiple
photographs can be taken quickly and easily,
reducing wind tunnel run time. The limitation of this

choice is that 35 mm negatives produce larger particle
images due to diffraction effects when enlarged and
positive printed on 4" x 5" film for interrogation. The
larger images in tumn require larger interrogation spots
which are undesirable for some flows with large
spai.al gradients. This PIV system can aiso be used
with a 4" x 5° camera, but the procedure for obtaining
particle image photographs with this camera has not
been automated yet.

Directional Resoluti

When the double-exposed PIV photograph is
examined to determine a velocity vector fieid, the
interrogation process assumes that the particle
images have positive displacements. That is, it is
assumed that the image of the particle at the time of
the second laser flash is downstream of the first
image. However, in a turbulent or recirculating tlow
field negative particle displacements are often
encountered. This problem is referred to as
directional ambiguity.

in general, directional ambiguity is resoived by
assuring that the second images of the particies have
positive displacements even if the particles
themselves do not. This process, called image
shifting, can be achieved mechanically by placing a
rotating mirror in front of the acquisition camera lens or
by displacing the whoie camera between laser
flashes. A mechanical method is not used in the
system described here partly because of the
increased complexity but primarily due to the restraints
placed upon it by its application to high speed flows.
A mechanical system simply cannot be used with the
small laser time delay required to capture
instantaneous structures in a high speed flow.

An electrooptical method of image shifting,
described by Landreth and Adrian,! is employed in
this PIV system. This method uses a calcite crystal
plate (Figure 4) and takes advantage of the fact that
light from one of the Nd:YAG lasers is vertically
polarized, whereas the output from the other laser is
horizontally polarized. The calcite plate has a uniaxial
birefringent crystal structure with a different refractive
index for each of the two directions of light
propagation in the crystal. The calcite crystal is placed
in front of the camera lens and passes the vertically
polarized light from the first laser {o-ray) without
disturbing its path. The light from the second laser,




with opposite polarization (e-ray), is refracted as it
passes through the calcite crystal. The images from
the second laser pulse are therefore shifted in a
direction which is determined by the orientation of the
calcite crystal and a distance which is proportional to
the thickness of the calcite. This simple, flexible
approach used to resolve directional ambiguity in
separated flows can also be utilized in unseparated
tlows to increase small scale velocity resoiution by
shifting out the dominant streamwise velocity
maghnitude.

Parameters for Successful PIV

Keane and Adrian2 have performed extensive
numerical simulations to determine the important
parameters for PIV systems and to show how these
parametars can be optimized to assure accurate PIV
measurements. Similar parameters were verified
experimentally and presented by Lourenco and
Krothapalli.3 1t is suggested that the image density on
the photograph be large enough to provide 5 to 15
particie pairs for each interrogation region (typically on
the order of 1 mm in diameter). Also, the displacement
of the particle pairs should not exceed 30 percent of
the diameter of the interrogation spot. By using a fixed
tight sheet thickness and choosing the size of the
interrogation region, the equations given by Keane
and Adrian2 can be used to find an estimate of the
iaser pulse delay which will provide adequate results
for the particular flow to be studied. For supersonic
applications, the pulse delay, At, may be required to
be as small as 200 ns. The equations can also be
used to choose a At which is small enough to minimize
errors caused by particles moving into and out of the
plane of the light sheet but is large enough to provide
adequate velocity resolution. When significant three-
dimensional (out-of-plane) motion exists, particle
images which are not paired with other images
contribute to noise in the interrogation process,
reducing the number of vectors which can be
accurately computed.

llen f i E
Along with the consideration of the criteria
described above, the application of PIV to high speed
(transonic and supersonic) flows requires special
equipment and procedures that have not been
needed for the low speed flow applications for which
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PIV has been demonstrated in the past. Some of
these details have aiso been addressed by
Kompenhans and Hocker.4 The challenges and
issues facing PIV in high speed flows can be arranged
into three categories: laser requirements, particle
dynamics, and imaging requirements.

The acquisition laser is required to emit a
powerful, visible pulse of light, so that small particles
can be captured on photographic film. The pulse
length must be small to prevent image blur in high
speed flows, and the pulse separation must also be
small, which requires the use of two separate laser

- units. If only one laser was used, its flashlamp would

not be able to recharge and emit a consistent puise of
adequate power in such a short time. Also, for
accurate velocity measurement in a high speed flow,
the pulse timing must be precisely calibrated. These
requirements for precision and timing lend themselves
to digital control. For that reason, the current PIV
acquisition system is operated from the previously
described Macintosh Il computer and the lasers are
triggered with the Stanford box, which is calibrated to
15 ps.

With any laser diagnostic technique, proper
flow seeding is critical for good results. The particies
used in high speed flows must be very smail (on the
order of 1 um or less) to accurately follow the flow.
The particles are also required 10 scatter enough light
for photography and to maintain the polarization of the
light they scatter so that electrooptical image shifting
can be used. Silicone oil droplets from a TSI six-jet
atomizer, with an average diameter of about 0.8 um,
have been used successfully in this PIV system and
have been shown to maintain light polarization due to
their spherical shape.

Finally, the particle images that are recorded on
photographic film for interrogation must meet two
requirements. The images (which are larger than the
actual particles due to diffraction) must be small
enough to resolve small scale turbulence. There must
also be an adequate image density so that there are
enough particle image pairs within each interrogation
region to provide accurate resufts. These problems
are addressed by using a 4" x 5" camera when
necessary and by using locai seeding to increase
seed density.




Interrogation System
Equipment

The interrogation system uses a double-
exposed photograph from the acquisition process and
examines the particle images to determine the velocity
vector field. The photographic negative from the wind
tunnel is positive printed on 4" x 5" portrait film such
that the background is dark and the particie images
are transparent. Special techniques, such as under-
exposing the negative and over-developing the
positive, are used to increase the contrast between the
images and the background. The photographic
positive is then sandwiched between two glass plates
and mounted on a two-dimensional Aerotech
positioner.

The entire interrogation process is controlled by
a Macintosh Il workstation (separate from the
Macintosh |l used to control the acquisition system).
The interrogation computer, which is based on the 16
MHz Macintosh |l design, has been modified to
increase its speed, capabilities, and disk storage. The
processor has been replaced with a unit which
operates at 50 MHz. The other primary speed
advantage comes from a Mercury array processor.
This board, when instalied in the computer, works as a
second central processing unit (CPU), allowing
parallel processing. While some operations are being
controlled by the Macintosh CPU, the array processor
can be simultaneously dedicated to other numerical
tasks. The array processor operates at speeds up to
20 Mflops (million floating point operations per
second) and is used for mathematical and scientific
programming applications including large matrix
operations and two-dimensional fast Fourier
transforms (FFTs).

The image processing proceeds as follows (see
Figure 5 for a schematic of the interrogation process).
A Uniphase 5 mW Helium-Neon (HeNe) laser is used
as a light source to illuminate a small portion of the
particle image photograph (called the interrogation
spot). The photograph is mounted on the two-
dimensional paositioner for movement to successive
interrogation spots. The entire process is controlled
by the computer, with each spot being imaged onto
the CCD array camera and digitized for mathematical
manipulZion before moving 10 a new location. The
camera used to record the illuminated interrogation
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region is a Sierra Scientific solid-state video camera.
A Perceptics frame-grabber or video digitizer is used
to transfer a single frame of video information to the
computer. The video image is formatted by the frame-
grabber into a two-dimensional array of 512 x 512 8-
bit integers, with a vaiue of zero corresponding 1o the
darkest part of the image and a value of 255 for the
brightest. The video camera records only black and
white (grey-scale) images.

Young's Fringe Method

The single most important facet of the
interrogation process is the manipulation which is
done to the illuminated interrogation region optically
(prior to input into the camera) and digitally (within the
computer workstation and array processor). The
Young's fringe method of analysis starts with the light
sourca, which is required to be collimated for this
method. The HeNe laser beam is passed through a
neutral density filter and a spatial filter as shown in
Figure 6. The neutral density filter consists ¢ :nree
polarizing filters whose orientation can be vaiied to
control the intensity of the beam. The spatial filter
consists of a pinhole and a microscope cbjective
which are used to clean up the beam and create a
more Gaussian intensity distribution. When a
microscope objective is placed one focal length from
the pinhole, the beam exiting the spatial filter is
collimated, as is the original HeNe beam. Before the
beam is passed through the photograph, a mask
made of thin brass material (with holes varying from
0.4 to 1.5 mm in diameter) is used to adjust the size of
the interrogation region.

When the coliimated light source is passed
through the particle image photograph, the light which
is transmitted through the particle image pairs in the
interrogation region creates a diffraction pattern in the
far field. By placing the PIV photograph at the front
focal point of the plano-convex lens and the CCD
video camera at the rear focal point, the diffraction or
fringe pattern is imaged into the computer via the
video camera and frame-grabber. This interference
pattern, called Young's fringes, represents the power
spectral density (magnitude squared) of the two-
dimensional Founer transform of the particle images in
the interrogation region.

Inside the computer, this digitized fringe pattern,
now represented by an array of 512 x 5§12 unsigned




integers between 0 and 255, is downloaded into the
array processor where a second two-dimensional
Fourier transform is performed digitally. This second
transform is called a fast Fourier transform (FFT). The
FFT refers to an algorithm which more quickly and
efficiently computes the discrete Fourier transform of a
data sample set. When the power spectral density of
this second transform is computed, the resulting array
of numbers is referred to as the spatial correlation or
autocorrelation plane. The Young's fringe method of
image manipulation is shown in Figure 7. For the
present application, the spatial correlation output
includes a large central (autocorrelation) peak
surrounded by two smaller signal peaks. The signal
peaks are symmetrically located opposite the
autocorrelation peak. The center peak represents the
correlation of each particle image with respect to itself
(zero displacement), whereas each signa' peak
represents the correlation of each particle image with
respect to its image pair. The distance from the center
peak to a side peak is directly proportional to the
average displacement of the particle images in the
interrogation spot and is inversely proportional to the
spacing of the Young's fringes. The location of the
side peak with respect to the center autocorrelation
peak also represents the direction of displacement of
the particle images. Since the average displacement
of the particles, the magnification of the photograph.
and the time delay of the acquisition laser pulse are
now known, a velocity vector (magnitude and
direction) can be computed for the interrogation spot.

It should be noted that the two symmetric signal
peaks represent equal and opposite velocity vectors.
This is the directional ambiguity problem that was
discussed previously. When searching for the signal
peak, it is assumed that the images have been shifted
during the acquisition phase to assure positive image
displacements. Then only the right half-plane of the
spatial correlation is examined.

Autocorrelation Method

The second method used for interrogation is
called the autocorrelation method. Instead of using
the opticai setup described in the previous section
(Figure 6), the beam mask is not used and a diverging
beam is passed through the photograph. A large
portion of the photograph is then illuminated, and the
spot size is set by adjusting the distance between tre

CCD camera and photograph. Instead of using a
plano-convex lens (as before), a microscope objective
is placed between the photo and the camera. As a
result, the particie images in the interrogation spot are
imaged directly onto the camera and are passed into
the computer/array processor, where two digital fast
Fourier transtorms are performed. The power spectral
density of the first transform is found before computing
the second FFT and represents the Young's fringe
pattem which was previously found optically. The
power spectral density of the second transtorm is the
autocorrelation plane. The signal peak in the right
hali-plane of the spatial correlation can then be
located and a velocity vector can be computed for the
interrogation region, as with the Young's fringe
technique.

The autocorrelation method differs from the
Young's fringe method in two significant ways; the
complexity of the interrogation optics is dscreased but
the computational time is increased. The optics are
simplified primarily because the light source need not
be collimated, as in the Young's fringe method.
However, the time required to compute a velocity
vector at each interrogation spot is increased with this
method since a second FFT must be performed by the
computer. As a result, the autocorreiation method
presently takes approximately 4.0 seconds per
interrogation spot, whereas the Young's fringe method
requires only about 2.3 seconds per spot. For a field
of 10,000 vectors (@ 100 x 100 array), this represents a
total interrogation time of 11.1 and 6.4 hours,
respectively.

The main advantage of the autocorrelation
method is in its flexibility. Because the particle images
are focused directly onto the camera, the size of the
interrogation region can be easily varied. Also, a very
large interrogation spot can be imaged onto the
camera and then sub-divided within the computer into
smaller spots (but with reduced pixel resolution) as
shown in Figure 8. With the Young's fringe method,
on the other hand, the resolution is effectively fixed at
the pixel resolution of the camera. Prasad, et als
demonstrated that reduced pixel resoiution does not
significantly atfect accuracy in all cases, so this
windowing process can dramatically reduce
interrogation time without significantly sacrificing the
quality of the results.




Post-Processing

When a photograph is interrogated, the raw
data must be post-processed t0 subtract any image
shifting and to remove erroneous vectors. After the
image shift is removed, the velocity vectors
corresponding to the largest signal peak in the
autocorrelation plane are computed. Then any bad
vectors are found and replaced by the vector
corresponding to the second largest signal peak or by
interpolating from nearby vectors. A method using
multiple linear regression, as suggested by Landreth
and Adrian,6 has been implemented for this
interpolation process. Generaliy the data yield for the
two largest signal peaks is greater than 90%. That is,
less than 10% of the vectors are erroneous and need
to be interpolated.

The data can also be smoothed by convoluting
the vector field with an axisvmmetric Gaussian kerne!
to remove any high frequency noise in the data. This
smoothing process, which is also detailed in
Reference 6, has been implemented in this system.

Results

I ion S Validati

A test photograph was created and used 1o
check the repeatability and accuracy of the
interrogation system. For the test, dots representing
panticle images were computer generated and laser
printed to plain white paper. This paper was then
imaged and exposed on 4" x S" portrait film to create a
PIV photograph with a dark background and
transparent particie images. This method of producing
test photographs was used in an attempt to accurately
simulate the ettects of the photographic process on the
particle images. Those aspects missing in this method
are the non-uniformity of the particle images and the
diffraction effects caused when the acquisition lasers
illuminate the seed particies.

The test photograph had particie pairs with
constant -isplacements randomly placed throughout
the pho... The resulting particle images were
approximately 50-60 um in diameter and were present
on the photo in a density of about 10 pairs per mm2.
Four separate regions, each with constant
displacements of 93, 140, 187, and 233 um were
present on the photo. The photo was interrogated
several times with both the Young's fringe and

autocorrelation methods, and in all cases the largest
signal peak for each interrogation region yielded at
least 98% good vectors, as documented by Rosner.”
The interrogations were repeated with the photograph
oriented horizontally, vertically, and at a 45° angle to
demonstrate that there was no directional bias present
with either the Young's fringe or autocorrelation
method of analysis. Once again, the data yield was at
least 98% and the standard deviation of the
determined displacement was less than 2.5% of the
actual displacement.

it should ailso be noted that there is a slight
error inherent in the test photograph itself. This is
caused when the particle pairs are iaser printed and
when the laser printer output is reduced and printed
on the 4" x 5" fim. The particle displacements can
vary as much as 10 um from the intended {constant)
displacement, thereby accounting for some of the
variations determined in the interrogation process.

Eree Jet Exampie

To demonstrate the PIV acquisition and
interrogation systems, the low speed flow exiting from
a tube was studied. This axisymmetric free jet
example was used to study seeding and photographic
techniques as well as to practice interrogation and
post-processing procedures. A schematic of the free
jet setup is shown in Figure 9. The flow exiting the
25.4 mm diameter tube has a maximum v=iocity of 2.1
m/s and was seeded with silicone oil droplets. To
resolve directional ambiguity, the images of the
particles at the second laser pulse were shifted
vertically using the calcite crystal technique.

A plot of the raw velocity data with the image
shift removed, but including bad vectors, is shown in
Figure 10. A grid of 102 horizontal and 101 vertical
data points (10302 total vectors) was interrogated with
a position increment of Ax=Ay=0.5 mm. The
autocorrelation method was used with a square
interrogation region of 1.1 by 1.1 mm. During post
processing, examination of the two largest signal
peaks yielded nearly 95% good vectors. The vector
map resulting after the bad vectors were found,
removed, and interpolated is presented in Figure 11.
The vectors presented in Figure 11 were not
smoothed during post-processing. Large scale
structures can be seen at the edges of the jet,
particularly at the top of the jet.




A shaded contour plot of the absolute velocity of
the free jet is shown in Figure 12. The higher
velocities experienced near the top of the jet can be
attributed to a 90° bend in the tube betore it enters the
test section (see Figure 9), resulting in a non-uniform
velocity distribution at the nozzle exit.

Conclusions

A particle image velocimetry system has been
designed and constructed for use in wind tunnel flows
with the extra requirements ot high speed flow
applications in mind. An acquisition system with
directional resolution capability has been
implemented and demonstrated on a low speed flow
case using all of the components and techniques
required for a high speed flow. The interrogation
system equipment nas been integrated into a
successful image processing system for examining the
double-exposed photographs from the acquisition
phase and for post-processing the results. Both the
Young's fringe and autocorrelation methods ot
interrogation have been validated with a computer
generated test photograph.

Because the present PV system was designed
to be used in high speed flow applications, the next
step is to demonstrate it on such flows. A transonic
base flow facility has been modified for use with PIV
by installing windows in the top and bottom walls of
the test section and by installing a system for injecting
silicone oil seed into the tunnel. It is intended that PIV
results will be compared with previous experimental
studies of this flowfield by Kruiswyk and Dutton8 and
also computational results by Rudy.9
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DEVELOPMENT AND APPLICATION OF A PARTICLE IMAGE VELOCIMETER
FOR HIGH-SPEED FLOWS

M. J. Molezzi® and J. C. Dutton®*
Department of Mechanical and Industrial Engineering
University of Illinois at Urbana-Champaign
Urbana, I 61801

Abstract

A particle image velocimetry (PIV) system has
been developed for use in high-speed separaied air flows.
The image acquisition system uses two 550 mJ/pulse
Nd:YAG lasers and is fully conwrolled by a host
Macintosh computer. The interrogation system is also
Macintosh-based and performs interrogations at
approximately 2.3 sec/spot and 4.0 sec/spot when
using the Young's fringe and autocorrelation methods,
respectively. The system has been proven in
preliminary experiments using known-displacement
simulated PIV photographs and a simple axisymmetric
jet flow. Further results have been obtained in a
transonic wind tunnel operating at Mach 0.4 to 0.5
(135 m/s 10 170 m/s). PIV experiments were done
with an empty test section to provide uniform flow data
for comparison with pressure and LDV data, then with a
two-dimensional base model, revealing features of the
von Karman vortex street wake and underlying small
scale turbulence.

Introduction

Experimental investigation of turbulent and
compressible flows has become increasingly
sophisticated in recent years with the advent of laser-
based measurement techniques. Among these tools is a
relatively new technique called particle image
velocimetry (PIV). PIV is performed by illuminating a
seeded flowfield with a planar laser sheet which is
pulsed at a known time interval, forming two or more
images of each seed particle within the light sheet (Fig.
1). After recording these images on film or another
medium, image separations and therefore velocities can
be determined for the entire plan.. Unlike pointwise
techniques such as laser Doppler velocimetry (LDV)
which provides statistical velocity data on a point-by-
point basis, PIV has the ability to identify
instantaneous flow structures which may be random in
nature but important to the overall behavior of the flow.
PIV also reveals planar views of three-dimensional flow
structures which are smeared by volume integration
inherent in techniques such as schlieren photography.

Other advantages include the ability 1o obuwain PIV
images quickly, allowing shorter run times, larger test
sections, and higher Mach numbers.

PIV has only recently been extended 1o hxgh speed
applications!-3 due to many difficulties in the
acquisition of usable PIV images. One of the most
important considerations in high-speed applications is
obtaining adequate seed density for successful
interrogation at all locations. Since most high-speed
wind wnnels are not recirculatory, high seed density can
only be obtained by injecting a large mass of seed with
the flow. Local seeding in areas of interest can be a
solution, but injection may need to be done upstream of
flow conditioning devices and nozzles which partially
disperse the seed. Difficulty also arises in obtaining
sufficient seeding in separated zones of the fiow (behind
bases, steps, etc.). Experience with both PIV and LDV
shows that sced density in these arcas is generally
sparse, causing significant data dropout. Another
concern is the choice of seed particles that are small
enough to follow large velocity gradients while still
scattering sufficient light to expose film. The seeding
material is also restricted to spherical particles when
electrooptical image shifuing® is used to resolve the
directional ambiguity of image displacements in high-
speed separated flows. Image shifting involves shifting
the second image of every particle by a known distance
to assure that the direction of image displacement is
known over the entire PIV photograph. Electrooptical
image shifting is done by using vertically and
horizontally polarized light for the two illumination
pulses, then photographing the flowfield through a
birefringent calcite crystal which shifts one polarization
of light (and therefore one set of images) by a known
distance. Maintenance of the polarization in sidescatter
from seed particles requires spherical particles according
10 Mie scattering theory. After image displacements are
determined from the photo, the "shift displacement” is
subtracted off to return the actual flowfield
displacements (and velocities).

Laser requirements are also a factor in the use of
PIV for high-speed applications. In order to illuminate
small seed particles, high power in the visible spectrum
is a necessity. Kompenhans and Hocker!:2 have used a
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Nd:YAG sysiem with 70 mJ/pulse for recording images
on 35 mm film, but when necessary, resolution of
small-scale velocity fluctuations in high-speed test
sections requires the use of larger format film o reduce
diffraction-limited image sizes and to avoid film grain
limitations. The larger film area, in wm, requires much
greater illumination. The high laser energy must also
be combined with very short pulse durations to prevent
image blur which reduces the resc .ation of velocity
measurements. Typical supersonic flow speeds require
puise durations on the order of 10 ns or less.

Equipment

A diagram and accompanying control schematic of
the PIV acquisition system are shown in Figs. 2 and 3.
The acquisition system refers to the equipment used to
obtain double-exposed particle image photographs of the
flowfield of interest. This system uses two Continuum
YG681C-10 lasers. Two separate units are required
since a single laser cannot generate two distinct, equal
energy pulses in the short time interval required for
high-speed flows. The YG681C-10 is a Nd:YAG laser
equipped with a frequency doubling crystal to provide an
output pulse energy of S50 mJ/pulse at a wavelength of
532 nm (green light) with a pulsewidth of only 4-6 ns.
Although PIV has also been performed with pulsed ruby
lasers, high-resolution black-and-white films are much
more sensitive to the green wavelength output of
Nd:YAG lasers than to the red wavelength output of
ruby lasers. The high visibility of the green beam
output also simplifies alignment of the two beams
which is a critical factor in obtaining double exposures
of particles in the flow. The horizontally and vertically
polarized beams of the iwo lasers are combined by a
polarized beam splitter, then shaped by spherical and
cylindrical lenses to form a planar beam profile with a
waist thickness of 0.4 mm and an adjustable width of
75 mm to 125 mm.

The photographic recording of particle images is
done by a camera mounted on the same optical table as
the lasers and beam shaping opticc This allows
maintenance of the relative position of all optical
components for consistent alignment and focus. This
table is also mounted on vibration-isolated supports to
avoid the effects of laboratory vibrations. The camera
mount can be used with a 35mm, 6 x 8cm, or
4" x 5" camera. The 35 mm camera used is a Canon
EOS 630 with autowind, electronic shutter, and a
100 mm macro lens. It is most useful for automated
multiple photograph runs since it can be operated
remotely and aliows 36 photographs on a single film
roll. A modified Fuji GX680 6 x 8 cm camera with
the same features and a 300 mm copy lens can also be
used. This camera uses 120 film which allows up to
9 frames/roll. The system has also been used with a
modified 4" x 5" camera with a manual shutter and

120 mm lens, but since it can take only one frame
before reloading, it is only useful when the highest
possible resolution of particle images for determination
of small scale turbulent motions is necessary.

Automation of the acquisition sysiem is a key for
short run-time test sections and/or multiple photographs
for random capture of unsteady structures in various
stages of development. Control of this system is done
by a Macintosh Il computer equipped with a digiwal I/O
boaré and solid state module switches. Through
software, the computer controls triggering of the
Stanford Research pulse generator for operatior: of the
lasers, the camera shutter, and seeder valve swiiches.
When started, the operation proceeds by triggering the
lasers for a user-specified warm-up period 10 allow start-
up of the wind tunnel and thermal equilibration of the
lasers. The seed valve is then opened and there is a
user-specified delay time (with the lasers still operating)
to allow seed 10 propagate 10 the test section. The
camera shutter is then triggered for the specified number
of photographs, followed by shutdown of the lasers,
seeders, and camera.

Various seed types have been examined for racking
and optical performance, resulting in the choice of
silicone oil seed generated by a TSI six-jet atomizer.
The polydispersed atomized droplets have a mean
diameter of 0.8 um and show good response to the
velocity gradient across an obliqus shock waveS. Test
photographs also show good performance for image
exposure intensity and for electrooptical image shifting.

After the negatives are processed for high contrast
(to increase signal-to-noise ratio) and contact printed
onto film for photographic positives, the photographs
are examined using an automated interrogation system
controlled by a "Dash 30" modified Macintosh II
computer operating at "> MHz (Fig. 4). In high image
density photographs, statistical methods must be
employed to determine the average particle image
displacement in each small region of the photograph.
This is done by examining a small regicn of the photo
(an interrogation spot) and deriving the spatial
autocorrelation for that region. The location of the
highest signal peak in the spatial autocorrelation
corresponds to the most likely correlation distance
(particle image displacement) in the interrogation spot.
Simply explained, the spatial autocorrelation is derived
by performing two 2-D Fourier transforms on the
interrogation spot. This is most commonly done by
either the "Young's fringe” method where the first
transform is done optically and the second is done
digitally by fast Fourier transform (FFT), or the
"autocorrelation” method where the original
interrogation spot image is digitized and both
transforms are done by digital FFTs.

In this system, the PIV photograph is mounted
between glass plates on a two-dimensional Aerotech
positioner system to scan the photograph spot by spot




with a fixed 5 mW HeNe illumination beam and optics.
The HeNe beam is first spatially filtered to eliminate
high-frequency intensity variations which could add
noise to the illuminated interrogation spot. The
remainder of the optics are set to image either the actual
particle images (autocorrelation method) or the far-field
diffraction pattern (Young's fringe method).

The image is received by a Sierra Scientific CCD
array camera equipped with a HeNe bandpass filter to
ciiminate room light interference. The image is
digitized by a frame grabber board to a 512 x 512
element array with 8-bit grayscale (256 gray levels) and
is passed to a Mercury MC3200-NU array processor
which performs FFTs and other array operations to
obtain the two-dimensional autocorrelation of the
original image. The array processor then uses a
centroidal peak-finding routine to locate the two
strongest autocorrelation peaks. These peak locations
are stored as the most likely image displacements for
that interrogation spot and the process begins again for
the next spot.

After the full vector field is determined, post
processing must be done to refine the data. As a first
pass, the vector field is checked by a routine that looks
for bad vectors that are outside of user-specified absolute
limits and replaces them with the second peak for that
location if it is acceptable, or with a default value to
indicate a bad measurement. The few remaining
spurious velocity vectors are manually removed and
replaced with the aforementioned default value. Another
automated routine then searches for defauit values and
replaces them with values interpolated from valid
neighboring vectors using multiple linear regression.
The vector field is then smoothed by convolution with a
Gaussian kernel as described by Landreth and Adrian® to
eliminate random noise in the vector field caused by
image imperfections, video noise, and other factors.
This is crucial when spatial differentiation is to be
performed on the vector field 1o derive quantities such as
vorticity since any high-frequency random error will be
accenmated in the derivatives.

Results

I ogation S validati

Validation of the PIV system first involved testing
of the interrogation system. As a first check on the
accuracy of the autocorrelation output and the associated
image processing software, an interrogation was
performed on a known uniform dot pattern with a
spacing of 133 dots/inch in both the horizontal and
vertical directions. After analysis, peaks in the spatial
autocorrelation output were compared to the original dot
pattern. The peak spacing was found to match
identically with the original dot pattern. This is
expected for a uniform pattern since each dot correlates

perfectly with itself, the closest neighbor in each
direction, the second closest neighbor, etc.

Tests were then done with known-displacement
simulated PIV photographs. The most accurate
simulation used two photographs of uniform
displacement image pairs, each with a different
displacement. The photographs were made by first
printing a randomly spaced dot pattern on an
8-1/2" x 11" sheet. A photograph of the unpaired
images was then made onto 4" x 5" Kodak Technical
Pan 4415 film in an enlarger. This unpaired image
positive (clear dots on a dark background) was then
attached to a translation stage and placed over unexposed
film for contact printing. Exposures were made in the
initial position and with the positive displaced a given
distance by the translation stage, assuring uniform
image displacements. The resulting paired image
negative was again contact printed onto film, resulting
in the desired paired image positive. Two photographs
were made with displacements of approximately
100 um and 200 um. The photographs were then
examined under a 14X stereo microscope equipped with
a measuring reticule marked in S pm increments to
determine the actual displacements as shown in Table 1.
Both photos had approximately 12.5 image pairs/mm?
and the image diameters varied from 20 um to 50 um.
This variation in image size and other photographic
effects due to the multiple printing of the images creates
a good simulation of real PIV photographs, except for
the presence of unpaired images which occurs in real
flowfields due to out-of-plane motion. Interrogations
were made of each photograph at 10,000 locations with
the results shown in Table 1. The statistics shown
were calculated using only "good™ data falling within
+17 um of the mean displacement in zach direction,
which was over 90 % of the total for both photos. Bad
vector replacement and smoothing were not done in
order to preserve the true error in the interrogation. The
photos were interrogated at approximately a 45° angle of
inclination to examine interrogation measurement errors
in both the x- and y-directions. The data reveal that the
standard deviation of the interrogated displacements is
approximately equal for both photos. This is an
expc~ted result since the random error in displacement
should be proportional to the particle image diameter
and not the magnitude of displacement’. For a mean
particle diameter, dp, of 35 um, the random error is
approximately 6 % of dp. It should be noted that
although photographic imperfections and other factors
in real PIV photos may tend to increase this error ratio,
the use of vector field smoothing will tend to reduce the
random error significantly as mentioned in the preceding
section. The mean interrogated displacement for
Photo 2 is taken as exactly 187 pum since it was used
as the reference for determining the pixel-to-um scaling
factor. The mean interrogated displacement for




Photo 1 matches the actual displacement to within
1 %, showing no evidence of mean bias error.

The interrogation system was also used to analyze
an actual PIV photograph of wrbulent channel flow
with published results8. The result of the interrogation
is not shown here due to space limitations, but it
showed similar flow structure to the published results
and had a similar success rate of approximately 95 %
valid vectors found during interrogation.

The full PIV system has been used o examine the
flow from an axisymmetric free jet test : tand consisting
of a 6" long, 1" O.D. ube fed by a TSI six-jet atomizer
with silicone oil seed and an adjustable dilution air
supply as shown in Fig. 5. The jet flows into an 8" x
10" x 48" test section exhausted to atmosphere. Image
shifted PIV photographs were taken on both 35 mm
and 4" x 5" film. Although the jet velocity is
relatively low, experiments done with this test stand
utilize all of the same equipment and procedures that are
used for high-speed flow experiments, including
seeding, automated system operation, photographic
equipment, high-resolution film, electrooptical image
shifting optics, and small image separations for high
spatial resolution of velocity measurements. The
purpose of the experiments is to demonstrate the
operation and data analysis capabilities of the system.

The particle image sizes (in the frame of reference
of the test section) were measured from the best
photographs for determination of spatial resolution
limits. Average image diameters were approximately
55 um for 35 mm photos and 35 um for 4" x 5"
photos. The dynamic range of PIV measurements is
limited by the measurable image separations, giving

Dynamic Range = %‘m
min
_ 0.3(interrogation spot diameter)
- image diameter
where the value for maximum image separation is
recommended by Keane and Adrian®. The maximum
spatial resolution (minimum interrogation spot size) for
a given image diameter and desired dynamic range can
then be found. A reasonable dynamic range estimate
can be as low as five since the ability to resolve slight
changes in average image separation is a fraction of a
pixel (out of the 512 pixel dimension of the image
array) when a centroidal peak finding routine is used for
interrogation. The estimate of a dynamic range of five
results in the following:

Film Type 35 mm 4" x 57
Image Dia. 55 pum 35 um
Min. Spot Size 0.92 mm 0.58 mm

An example PIV photograph of the free jet was
then interrogated. This photo was taken on Kodak
Technical Pan 4415 4" x 5" film with a 120 mm lens
at f5.6. Other parameters for acquisition and
interrogation are shown in Fig. 6.

Before a full interrogation was done, the
repeatability of measurements was checked by
interrogating a small region of the photo then resetiing
the positioner to its original position and re-
interrogating. The results showed perfect agreement of
both the first and second peak locations for the entire
4 x 4 grid of interrogation spots. This was also done
by re-interrogating two 5 x 5 regions (total of S0
spots) after the full interrogation was completed,
resulting in 28 matches of both the first and second
highest autocorrelation peaks, 18 maiches of the first
peak only, and 4 non-matches. It should be noted that
exact peak locations can vary due 10 positioner error
over long travel distances and random electronic noise in
video imaging.

Removal and interpolation of bad vectors for the
full flowfield showed a success rate for valid vector
determination of approximately 94 %, which is quite
reasonable in comparison to other reported success rates.
The final velocity plot after subtraction of image shift,
interpolation, and smoothing is shown in Fig. 6. The
photo was interrogated over a 50 mm x 50 mm area
with 0.5 mm increments in each direction, resulting in
10,201 vectors (101 x 101). The full interrogation
took 11 hours, 18 minutes or 4.0 sec/spot using the
autocorrelation method. Interrogations using the
Young's fringe method took 2.3 sec/spot.

The mean velocity at the wbe exit is approximately
2,05 m/s. Examination of Fig. 6 shows typical vortex
structures at the edges of the jet with a gradual decrease
in the centerline velocity as the jet propagates
downstream. A plot of the axially averaged streamwise
velocity component at each transverse location is shown
in Fig. 7. Although this spatial mean is not equivalent
10 a time average velocity profile due to spreading of the
jet over the field of view, it does reveal a general non-
uniformity of the fiow, implying that the jet is not
truly axisymmetric. The higher velocity at the top of
the tube was induced by the flow around a bend in the
flexible tubing just prior to the straight section at the
jet exit. Although the test flow is not ideal, the ability
to reveal such information is part of the purpose of this
experiment.

Identification of flow structures can also be done by
manipulating the acquired velocity data. The vortex
structure in the upper right section of Fig. 6 is shown
in Fig. 8(a) with a portion of the mean streamwise
velocity subtracted and in Fig. 8(b) by deriving the out-

of-plane vorticity {% - aa—;!} from finite differences of

the original velocity data. Both reveal the expected
dominant positive (CCW) vorticity at the upper edge of




the jet and some resulting negaiive (CW) vorticity
between the shed vortices. Such analysis allows
quantification of the flow structure such as vortex
strength and position. Similar analysis can be done by
finding rate-of-strain, volumetric flux, and other
derivative and integral quantities important in a
particular flowfield to provide information about the
nature of complex high-speed flows. Low-pass and
high-pass spatial filtering can also be done!0 to reveal
both large- and small-scale structures.

Transonic Base Flow

Two-dimensional finite thickness bases in subsonic
and transonic flows form a separated flowfield very rich
in turbulent structure due to the presence of the well-
known von Karman vortex street wake. The motivation
for studying this flow with PIV stems from both the
fact that it exhibits a well-defined instantaneous
structure and that the mechanism of the observed base
drag reduction in the presence of a base cavity is not
completely understood. Several studies of this topic
have proposed various reasons for the drag reduction,
including vortex trapping!l, loss of vortex strength due
to cavity wall interference!2, and loss of vorticity due
to fluid mixing at the cavity boundary!3. Although
numerical simulations!4-13 have shown agreement
with experiments in the trend of drag reduction up to
maximum cavity depth of approximately 0.3 to 0.5
base heights, they show discrepancies with experiments
in the trends of both vortex shedding frequency and
vortex formation location with increasing cavity depth.

In order to resolve these discrepancies and better
define the mechanisms of base cavity drag reduction,
PIV experiments are being done to match conditions
used in both experimental work by Kruiswyk and
Dutton!3 and computational work by Rudyl4.
Examples from Ref. 14 of numerical velocity and
vorticity data for this flowfield are shown in Fig. 9.

Modifications have been made to an existing
transonic wind tunnel for the use of PIV on two-
dimensional base flows (Fig. 10). The previously
fabric: ted tunnel has a 4" x 4" test section with solid
side walls and slotted upper and lower inner walls to
relieve the blockage effect of models in the transonic
speed range. Six-inch diameter round windows are
mounted in both sidewalls to allow visualization past
the aft end cf base models. The base models consist of
interchangeable afterbodies mounted on a 15.24 mm
thick wedge-shaped forebody. The afterbodies include a
solid base, a rectangular cavity base with a depth of half
the base height, and a rectangular cavity base with a
depth of one full base height.

Slot-shaped upper and lower windows have been
fabricated and installed in the outer walls for access with
a vertically propagating planar laser sheet for PIV. The
sheet passes through the lower window and through one
of the streamwise slots of the inner wall to enter the
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base flow test section. The seed delivery is done by two
TSI six-jet atomizers feeding a single 3/4” O.D. tube
which enters the stagnation chamber. This tube leads 1o
a manifold wbe which feeds 8 smaller tubes directed
downstream and ariented in a ransverse (vertical) plane
aligned with the illuminating laser sheet. The flow
then passes through 2" long, 3/16” cell honeycomb and
a 44 x 44 mesh screen with 57 % open area to reduce
wrbulent fluctuations in the supply flow. It should be
noted that the screen is cut out in the arcas where the
seed tubes feed through the honeycomb. This is due 10
the fact that experience with LDV in this laboratory has
shown that silicone oil droplets tend to build up on any
surfaces perpendicular to the flow direction, causing
large drops to form and burst off, which bias velocity
measurements. Flow seeding behind the base is
sufficient due to the motion of the alternating von
Karman vortex street carrying seed into the wake. This
is seen in other flow visualization studies of subsonic
two-dimensional base flows where seeded vortices are
visible directly behind the base.

The first experiments in this facility were done
without a base model 10 compare PIV velocity
measurements to data obtained with both LDV and
static pressure taps. To facilitate comparison to the
time-integrated pressure and LDV measurements of
velocity, PIV velocity data from a single photograph
were summed along the row at each transverse location
to obtain mean velocity components and standard
deviations to determine turbulence intensities. Given
that the flowficld is not evolving in the streamwise
direction in this tunnel-empty case, equating spatial
statistics to temporal statistics is adequate for a first
approximation, although the number of samples
available from a single PIV photograph is not sufficient
for highly accurate statistics. It should be noted at this
point that there were not yet any flow conditioning
devices in the wind tunne! when these experiments were
done, the effects of which will be discussed in the
following paragraphs.

The results for mean velocity from a run at
Mach 0.5 are shown in Fig. 11(a) with the relevant
PIV parameters listed below. The PIV data are
compared to the mean velocity calculated with pressure
data from taps measuring P in the test section and P, in
the stagnation chamber. Although there are at most
only 81 PIV measurements per data point in this plot,
the mean velocity at each transverse location varies only
slightly from the overall mean of 173.4 m/s which is
within 2 % of the mean velocity determined from the
pressure measurements.

A more stringent test of the accuracy of PIV lies in
the ability to measure velocity fluctuations. To this
end, LDV measurements of streamwise and transverse
turbulence intensity were made for comparison to PIV
data (Fig. 11(b)). Due to the spatial constraint of
avoiding contact between the LDV laser and the lower




wall of the wind tunnel, LDV measurements could only
be made up 0 a transverse location of -12.5 mm
measured from the test section centerline. Again, a
maximum of only 81 PIV measurements was used for
the data at each transverse location, but it can be seen
from the plot that both the LDV and PIV data vary from
5% to 8 % turbulence intensity. Although this data
lends some confidence in the accuracy of the PIV data, it
revealed undesirable freestream turbulence in the test
section without flow conditioning. The aforementioned
honeycomb and screen were subsequently added. PIV
measurements of turbulence intensity with the flow
conditioning devices included have shown turbulence
intensities of 3 % to S % which, while improved, are
still relatively high. Although LDV measurements
with flow conditioning have not yet been made due to
restrictions on the availability of the LDV system, the
high turbulence intensity measured by PIV is quite
likely due to turbulence generated downstream of the
honeycomb and screen by the velocity gradients between
the freestream and the lower velocity seeded jets.
Experiments have most recently been done with a
solid base model in a Mach 0.4 freestream. The
Mach 0.4 freestream condition is determined by running
the test section at a stagnation pressure which results in
a Mach 0.4 flow when no model is present. The
interpolated and smoothed velocity vector plot for a
region approximately 1.3 to 2.3 base heights
downstream of the base edge (see Fig. 10) is shown in
Fig. 12(a). Seed density immediately behind the base
was sufficient, but unpaired images due to out-of-plane
motion and laser sheet thickness variations at the base
reduced the successful interrogation rate in this region to
approximately 40 %; results from this region were
therefore not included in Fig. 12. Although the
rotational flow around two of the vortices in the wake is
somewhat evident in Fig. 12(a), the structure is
accentuated by subtraction of a fraction of the mean
streamwise velocity from the vector field in Fig. 12(b)
which is plotied over a grayscale representation of the
vorticity. Only every other vector is plotted in the
interest of clarity. The vorticity plot reveals the
fragmentation of the main vortices and the presence of
lower vorticity small scale turbulent structures on the
order of 3 mm diameter throughout the flowfield. The
source of these structures is unknown, but may be due
to the freestream turbulence levels or possibly is a
secondary feature of this vortex street wake flow.

Conclusion

An operational PIV system has been developed for
application in separated high-speed flows. The entire
system has been successfully demonstrated both in
validation experiments and in low- and high-speed air
flows. Capabilities have also been demonstrated for

detniled analysis of instantaneous flowfield velocity data
1o identify and quantify flow structures.

Current work has recently advanced 10 transonic
base flows. Future work in this area will concentrate
on reduction of freestream turbulence, adjustment of the
acquisition system (increase in sheet thickness, laser
ning, etc.) to obtain higher data rates in the area
immediately behind the base, and improvement of
seeding uniformity, which has been the most
challenging problem to this point.

The resulting velocity data for two-dimensional
solid and cavity bases at various freestream velocities
will be used for better definition of the source of
structure within the flow including the small scale
turbulence mentioned above, for quantitative analysis of
the mechanisms of base cavity drag reduction, and for
comparison to previous numerical and experimental data
for the same flow.
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TABLE 1
Uniform displacement photograph interrogation results.
Photo 1 Photo 2
Ax (um) 63.515 131.299
Ay (um) 58.523 133.153
Cax (um) 2.001 2.166
Cay (um) 1.929 2:153
Cax/dp 512 % 6.19%
Cayldp 551 % 6.15%
1AXI (um) 86.366 187.000
18Xl (m)  87.000 187.000
Interrogation Spot 0.8 x 0.8 mm
Increment 0.4 mm
Total Spots/Photo 10,000
Image Pairs/Spot ~8
Mean Image Dia. dp ~35 um

Ax  =mean interrogated x-displacement
A_y -nmnmte:rogaledy-dxsplawnem

BX =(@x) +@y)H?
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FIGURE 1 Principle of PIV
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INTRODUCTION

This paper describes an ongoing experimental investigation of plume-induced, turbulent
boundary layer scparation as it occurs in supersonic flight. Plume-induced boundary layer
scparation (PIBLS) is a phenomenon that can occur on a wide range of acrodynamic vehicles
stage missiles and rockets, high-performance fighter aircraft, and atmospheric reentry vehicles w
name but a few. Figure 1 depicts PIBLS occurring on a generic two-stage missile. The existence
of PIBLS in the flowficld can detrimentally influence the static stability of the vehicle, degrade the
effectiveness of control surfaces, and significantly contribute 10 base and afterbody heating. Since
these effects can severely endanger the structural integrity of the acrodynamic vehicle, PIBLS is a
subject worthy of the scientific community's attention because, not only is it an important topic for
basic fluid dynamics research, but a better understanding of this phenomenon can also benefit the
flight performance of acrodynamic vehicles.

In addition to being dependent upon the vehicle geometry, the occurrence of this
phenomenon is also dependent upon the external airstream and nozzle flow properties. The
exhaust gases from a propulsive unit, either a jet engine or a rocket motor, will expand to form a
plume with a diameter larger than the engine nacelle or vehicle body dismeter when the static

at the nozzle exit plane is substantially larger than the static pressure of the surrounding
airstream. The presence of this underexpanded exhaust plume deflects the freesuream flow and
thereby imposes an adverse pressure gradient upon the afterbody boundary layer. If the
momentum of the fluid in the boundary layer is not sufficient to overcome this adverse pressure
gradient, the boundary layer wiil separate upstream of the physical comer of the base. The
upstream movement of the boundary layer separation point, resulting from the interaction of the
exhaust plume with the extemal airstream, is called plume-induced boundary layer separation.

With the development of jet aircraft and ballistic missiles in the 1950's, PIBLS began to be
recognized as a potential problem affecting the flight performance of ammospheric vehicles. The
early experimental investigations of this flowfield phenomenon were conducted in the 1960's and
involved laminar boundary layers. Laminar boundary layers were used because the region of the
flight envelopes which encountered the most severe cases of PIBLS occurred at high altitudes
where the extremely large jet-to-freestream static pressure ratios resulted in extensive regions of
separation and, consequently, the laminar boundary layer did not have a sufficient development
distance for transitioning to a turbulent state prior to scparation. These early studies were
conducted on both single nozzle [e.g., 1,2] and multiple nozzle [e.g., 3,4] base configurations,
and focused primarily on understanding the impact that PIBLS had on the static stability of
aerodynamic vehicles by examining both the overall physical characteristics of the scparated flow
region (separation pattern, separation length, angle of separation, etc.) and the resultant
acrodynamic loads as a function of various flow properties (jet static pressure ratio, freestream
Mach number, freestream Reynolds number, etc.), base and afterbody geometries (nozzle
divergence angle, afterbody flare or boattail angle, nozzle-to-base diameter ratio, etc.), and angle of
attack. These studies relied strongly upon schlieren photography, surface oil flow visualization,
measurements of the resultant acrodynamic forces and moments, and, to a lesser extent, surface
static pressure measurements to examine the effects caused by PIBLS.

As a result of the design evoluiion of propulsion units to produce higher thrust, the region
of the flight envelope encountering PIBLS expanded [5] and the plume-induced separation of
turbulent boundary layers became important. Experimental studies involving the plume-induced
separation of turbulent boundary layers were conducted on wind tunnel models beginning in the
1970's. With one exception [6), these experiments were primarily conducted at the Aeronautical
Research Institute of Sweden (FFA) {e.g., 7,8] and the University of Alabama [9-11], and have
tended to focus on obtaining insight into the fundamental nature of PIBLS flowficlds. While the
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University of Alabama experiments involved surface pressure fluctuation measurements beneath
the unsteady scparation shock wave, the FFA experiments, specifically the pressure probe
measurements of Agrell [12] and the on¢-component laser Doppler velocimeter (LDV)
measurements reporied by Agrell [13] and Pira and Agrell [14], make flowfield

measurements throu the separated flow region of a PIBLS Although for
ifferent reasons, neither the Vwchniqne[l3.l4]normcdpuwepmbewchniqm[12]m
sufficiently accurate to allow a quantitative determination of the velocity field within a PIBLS
region.

Beginninﬁinthel950'undcomimxingouinmd:el960's.twoanalytiultechniquesm
developed for Jating the flow properties behind a blunt base immersed in a supersonic flow.
The two techniques were the integral or moment method [15]) and the Chapman-Korst component
or multicomponent method [16,17). Although the integral method was extended to deal with a
zero thickness base geometry undergoing PIBLS (18], this technique has proven to be more
difficult and less versatile than the component method {19]. Aided in part by the development of
computer programs by Addy [e.gi.BZO].dleeomponemmethodemcrgedintbelWO'sasthe
method of choice for computing PIBLS flowfields because of its flexibility in modeling a wide
mgeofbasegeomuislndﬂowm-.e& The component method has been used to calculate
PIELS flowfields on acrodynamic bodies at both zero and nonzero angles of attack [e.g., 21,22).
On axisymmetric models at zero angle of attack, the component method, in general, i
the extent of separation at lower jet static pressure ratios and overpredicts the extent of scparation at
higher jet static pressure ratios. Although the quantitative prediction of the base pressure
distributions and the separation lengths are not, generally speaking, in good agreement with the
experimental measurements, the qualitative trends induced by the jet static pressure ratio and the
nozzle half-angle are predicted reasonably well by the component method for both symmetric and
asymmetric PIBLS flowfields.

With the advent of supercomputers and better numerical algorithms, the numerical
modeling of PIBLS flowfields using Navier-Stokes (N-S) methods has developed over the Last
decade and stands today as an area of major interest. The Navier-Stokes investigations which have
calculated PIBLS flowfields [e.g., 23,24], in general, underpredict the extent of separation,
underpredict the separation angle, and underpredict the base and afterbody pressure distributions.
Even when one of these studies was successful at quantitatively predicting one or more of these
four features, the remaining features were not in agreement with the experimental data. Although
the quantitative prediction of these features, in general, is in poor agreement with the experimental
measurements, the parametric trends induced by the jet static pressure ratio and the nozzle half-
angle are predicted reasonably well by the N-S methods.

A majority of the N-S studies [e.g., 25,26] have emphasized the need for better turbulence
modeling throughout the plume-induced, separated region of the flowficld in order to achieve a
more accurate prediction of the flow. As just discussed, the extent of the separation zone, the
angle of separation, and the surface static pressure distributions over the base and afterbody have
formed the basis for comparing N-S calculations with experimental data. Although these features
allow a determination to be made of the general accuracy of a N-S prediction, they do not permit a
direct evaluation of a turbulence model's ability to predict the turbulence structure throughcut a
plume-induced, separated flowfield. Accurate measurements of mean velocity and turbulence
quantites obtained throughout a PIBLS flowfield are necessary in order to evaluate the accuracy of
a rbulence model. This is exactly the information that the present work is directed at obtaining.

The experimental investigation described herein will provide a better understanding of the
mechanisms and interactions present in a PIBLS flowficld primarily by measuring the mean and
fluctuating components of velocity with an LDV system. Schlieren photographs and shadowgraph
pictures, surface flow visualization, and mean and fluctuating wall static pressure measurements
have also been made of the PIBLS flowfield. By gaining a better understanding of the fluid
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Can more predicted and thus improvements can be made to
vehicles which will delay, control, or totally elimi cither PIBLS or the adverse effects
associated with its occurrence.

FLOW FACILITY AND WIND TUNNEL DESCRIPTION

’l'heapuimemscondlmedindﬁsmldympufamedmg’ the flow facility located in the
i .Theﬂowfacilityconamofuunkfumwiﬂumggupacityof

ximately 146 m3 and two air compressors: an Ingersoll-Rand which produce:
- con;pressor s
kg/s at 960 kPa and a Gardner-Deaver compressar which delivers 0.33 kg/s at 760 kPa.

A two-stream, supersonic wind tunnel was specifically designed to produce plume-
induced, turbulent boundary layer separation in the test section. The small-scale wind tunnel
inco a two-dimensional planar and in the blowdown mode. The
geometry of the wind tunnel is showvn in gmuZlndlom‘Zinmwcﬁmﬂvicwoﬁhe
wind tunnel test section. Figure 3 is a photograph of the actual PIBLS wind tunnel with one side
wall removed. In order to minimize pressure losses, the cross sectional area of each stream was
scaled so that the Mach number of the flow would not exceed 0.2 at any location upstream of the
nozzle blocks. The region of supersonic flow in each stream is produced with a fixed nozzle block
whose diverging contour was calculated using the method of characteristics nozzle design program
NOZCS. The height of the base 15 1.27 cm and the angle between the two streams is 40 degrees
(see Figure 2). mewiddxofuchmumisS.OScm.exceptutheinletofﬁwmnnelwhacewh
stream is 7.62 cm wide. Optical access to the test section is provided by a removable glass
window assembly mounted in each of the two side walls of the tunnel.

Gas
ap
0.

As just stated, the angle between the two streams is 40 _eerees. A brief discussion of the

method used to arrive at this value is in order since choosing this parameter was the most critical
aspect in the design of the wind tnnel. In essence, the concept we.s to choose ar angle between
the two streams which would be sufficient to deflect the disciminanng streamline present in the
shear layer emanating from the separation point (assumed to be at the corner of the base) in the
upper stream at an angle of about 15 degrees (discussed below) with respect to the freestream flow
direction. The location of the discriminating streamline was calculated using the restricted model of
the multicomponent method [27,28)] modified to include the reattachment criterion of Addy [29]
with a reattachment coefficient of 0.9. All of the computations were done for a single operating
condition: an upper stream stagnation pressure of 517 kPa and a lower stream stagnation pressure
of 345 kPa. By summarizing data taken from experiments on turbulent boundary layer separation
ahead of forward-facing steps for Mach numbers ranging from 1.0 to 6.0 and step heights of at
least one boundary layer thickness, Zukoski [30] found that the inner surface of the shear layer
bounding the separation zone formed an angle of 13 degrees with respect to the freestream flow
direction and the outer surface formed an angle of 16.5 degrees. Since separation in the forward-
facing step experiments is produced by a solid geometric boundary and separation in the PIBLS
study is caused by a compliant acrodynamic boundary, there is an intrinsic difference between the
two flowfields [31] and therefore it was decmed unnecessary to know the precise location of the
discriminating streamline in the forward-facing step experiments. The decision was made to
siniply equate the angle of the discriminating streamline in the PIBLS study to a value slightly
above (approximately 15 degrees) the average of the angles between the upper and lower surfaces
of the shear layer from the forward-facing step data of Zukoski. The angle of the discriminating
streamnline in the upper shear layer of the PIBLS irvestigation was computed to be 14.7 degrees for
an angle between the two streams of 39 degrees, and 15.5 degrees for an angle of 40 degrees. The
decision was made to opt for the 40 degree angle, and, in so doing, it was hoped that there would
exist sufficient latitude in throttling or unthrottling the lower stream away from the 345 kPa
stagnaton pressure design point so as to achieve PIBLS.
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imi investigations of the flowfield using schlicren photographs, shadowgraph
pictures, and oil flow visualization have shown that plume-induced, boundary layer
separation can be in the wind tunnel designed for this investigation (see Figures 4 and 5).

e PIBLS flowficlds can be by the stagnation pressure of the lower
mmdwapplmmxennﬁ:sf Skhwlﬁmyhikmnini_nganmm
of 517 kPa in the upper stream. This corresponds to jet static pressure ratios of approximately 2.4
o 1.7. In these flowfields, a boundary layer develops on the bottom wall of the upper stream and
forms a free shear layer after undergoing separation somewhere of the upper base corner.
It is interesting to note that an angle of lSdegreuz:.e..! the value used in the design)
results from averaging the angles made by the inner and outer surfaces of this shear layer. The
separation point is nominally located 1.9 cm (about 65¢) forward of the upper base corner (as
determined by surface oil flow experiments) at a lower stream stagnation pressure of 255 kPa
; 4). (The surface flow technique determines the downstream boundary of the region over

the unsteady shock wave oscillates [32].) The nominal location of the separation point can
bexedwedtoaygnximamlyo.&cm(abom forward of the upper base comer if the stagnation
pressure in the lower stream is throttled to about 186 kP (pj/p.=1.7). The only two regions
having a spanwise variation in the streamwise location of the separation line, as delineated by the
surface oil flow experiments, are located adjacent to each wind tunnel side wall and extend for 0.97
cm from each side wall. Since the separation line is straight and perpendicular to the freestream
flow direction over the inner 3.18 cm of the tunnel width, the flowfield appears to be reasonably
two-dimensional over this inner region.

From the review of experimental work on the plume-induced separation of turbulent
boundary layers, the separation process has been shown to be unsteady oi wind tunnel models.
Separation shock wave unsteadiness has also been reported on actual flight vehicles undergoing
PIBLS [33, 34], although it is unknown whether the mechanism causing the unsteadiness on the
wind tunnel models is the same mechanism causing the unsteadiness on flight vehicles. The
PIBLS flowfield produced in the wind tunnel of this investigation also exhibits an unsteady
scparation process. The streamwise extent of the unsteadiness (as indicated by separation shock
motion) has been estimated from schlieren observations to be on the order of several boundary
layer thicknesses. The detailed motion of the unsteady separation shock wave also appears under
schlieren observation to be very similar to the unsteadiness described in the PIBLS experiments of
Boggess [9] and Doughty [10,11], i.c. a quasi-random, aperiodic movement of the shock. This
unsteadiness clearly poses a problem when making LDV measurements because it is impossible to
distinguish between velocity fluctuations caused by turbulent eddies and velocity fluctuations
caused by the gross translational movement of the separation region. The conditional sampling
approach to be used to address this LDV measurement problem is described in the following
section.

RESULTS

Although a range of PIBLS flowfields can be produced in the wind tunnel designed and
built for this investigation, only one such flowfield has been chosen in which to conduct the
detailed LDV measurements. The flowfield chosen for the preliminary measurements preseated in
this paper is produced by setting the upper and lower stream stagnation pressures at approximately
517 kPa and 255 kPa, respectively. The foot of the separation shock wave is then nominally
located 1.9 cm (about 60o) upstream of the base comer and thus, based upon previous
experimental results {7], the separation process should be a free-interaction at this location.




———-—

Schlieren/Shadowgraph Visualizations

Visualization of the near-wake flowficld has been documented using shadowgraph pictures
and schlieren photographs. Both systems were configured with components in the standard “Z"-
shaped arrangement where the light source and receiving optics were positioned as close as
possible to the collimated light beam passing through the wind tunnel test section. The schlieren
system uscs a Xenon Model 457 Micropulser light source having a spark duration of
approximately 1.4 microseconds when operated in the single pulse mode. The shadowgraph
system uses & Xenon Model 437B Nanopulser light source having a spark duration of
approﬁmmly@mosecmdsintheﬁnglepulnmod&’]hecolﬁmwdﬁ;htmmwdudng
two, 30.48 cm diameter, 243.8 cm focal-length mirrors. The receiving optics in the schlieren
setup consisted of a horizontally mounted knife-edge, and a "smoked" glass collection plate for
viewing the image or a Polaroid film holder for obtaining a photograph. The receiving
opticsintheshndowgmphe?cousistedoftmkm F2 35 mm camera. Figure 4 shows a
typical schlieren photograph of the PIBLS flowfield while Figure 5 shows a typical shadowgraph
picture. When comparing the two prints, it is quite evident that the shadowgraph system, with the
25 nanosecond light pulse, resolves much smaller turbulence scales throughout the flowfield than
does the schlieren system.

Mean Static Pressure Measurements

Mean wall static pressure measurements have been obtained from static pressure taps
mounted in the top, bottom, and base surfaces of the center partition, as well as from a side wall
assembly that has been extensively instrumented with static pressure taps. The top surface of the
center partition has twenty-nine pressure taps installed at a spanwise station located 0.475 cm off
the wind tunnel centerline. (The taps could not be placed on the centerline because two
miniaturized, high-frequency response, piczoresistive pressure transducers are mounted along the
centerline.) Beginning 0.318 cm upstream of the base plane and exteading to 3.81 cm upstream of
the base plane, the taps are located every 0.159 cm; the taps are uniformly spaced every 0.635 cm
starting at 3.81 cm upstream of the base plane and continuing to 7.62 cm upstream of the base
plane. The bottom surface of the center partition has four pressure taps mounted along the same
spanwise station as the top surface. The location of these taps begins 0.318 cm upstream
(measured local to the Mach 1.5 flow direction) of the base plane and continues to 1.27 cm
upstream of the base piane in intervals of 0.318 cm. The base plane of the center partition has four
pressure taps mounted along a spanwise station 0.556 cm off the wind tunnel centerline.
Beginning 0.419 cm from the top surface of the center partition, the taps are located every 0.203
cm.

The side wall static pressure measurement assembly is a rectangular aluminum insert which
is used for conducting mean static pressure measurements over the entire PIBLS flowfield. In
order to do so, one of the window assemblies is removed from the tunnel side wall and the
pressure measurement assembly is installed in its place. This assembly contains 425 static
pressure taps uniformly distributed, 0.229 cm between centers, over the main region of interest in
the flowfield. The region of interest was established from schlieren photographs and is shown in
Figure 6.

Pressure measurements from the pressure taps in the center partition, the side wall insert,
and the pitot probes at the nozzle entrances are acquired by connecting the pressure taps to a
Pressure Systems Incorporated Model DPT 6400 digital pressure transmitter using clear flexible
vinyl tubing. The pressure transducers of the DPT 6400 were calibrated with a Bell & Howell
dead weight tester. Figure 7 shows a two-dimensional surface plot of the mean static pressure
field taken from the side wall insert. The general trends of a constant pressure in the base region
and a pressure increase in the initial portion of the wake redevelopment region downstream of the
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pointdmﬂmmbammmewommhwm“;i;e&m However, the strong
pressure ients across scparation wave recompression shock waves
emanating from the point of confluence between the two shear layers are significantly smeared over
a sizeable area due o the unsteadiness of the separation process. These mean static pressure
measurements, along with thoge shown in Figure 8, provide strong motivation for conducting
conditional sampling of the LDV data. Figure 8 shows the mean sttic pressure measurements
taken from the pressure taps in the top surface of the center partition and the mean static pressure
measurements taken from a horizontal row of pressure taps, 0.114 cm above the top surface of the
center partition, in the side wall insert. The two rows of measurements differ over the intermittent
region of the separation shock motion and over the separated region confined between the
intermittent region and the base plane.

Conditionally Sampled LDV Measurement Approach

Mmudlndﬂucmaﬁngveloci‘t)ywmmswﬂlbemcasmedwithtthDmec
eatire region of interest in the PIBLS fl Also, measurements in the turbuleat

layer and the adjacent inviscid flow for both streams forward of the separation location will be
made. In order to obtain LDV measurements throughout an unsteady PIBLS flowfield, a means
must be found to overcome the problems posed by the unsteady separation shock motion. There
are essentially two options: cither a method must be found to stabilize the separation shock or a
conditional sampling technique must be developed for acquiring the data. There are several passive
techniques available which have been used to stabilize shock wave motion on airfoils in transonic
flow [e.g., 35]. Unfortunately, it is not at all obvious that these techniques will apply to a
supersonic two-stream interaction. In addition, applying blowing or suction to the boundary layer,
or any other approach that would produce the same effect, will perturb the flow in the

region and hence is unacceptable. Previous work by Doughty [11] has shown that the length scale
of the unsteadiness can be reduced by approximately 80% in a PIBLS flowficld by positioning a
smanwirepmmbmnceofcitcnlarmsssecﬁopncarmegmdonpoint This method was
implemented in the wind tunnel designed for the present PIBLS study and the resulting flowfields
were examined qualitatively using schlieren photography. Although a reduction in the length scale
of the unsteady separation shock wave motion was observed, this approach was deemed
inappropriate for the present PIBLS study because the presence of the small wire protuberances
appeared to alter the turbulence structure in the resulting separated shear layer. Therefore, a
conditional sampling technique for acquiring and analyzing the LDV data is under development.

The approach of conditionally sampling LDV data using surface pressure measurements as
a means for locating the separation shock wave has been reported in the experiments of Kussoy, et
al. [36]. In this study, six fast-response pressure transducers were used to conditionally sample
LDV measurements taken from two unsteady separated flowfields produced by a cylinder-flare
body. The axis of the 30 degree flare was canted at an angle relative to the axis of the cylinder in
order to produce a region of three-dimensional separation. Flowfields for canted angles of S
degrees and 23 degrees were examined by simultancously measuring and recording the pressure
sensed at all six pressure transducers with every LDV measurement. However, the authors
reported only one rather simple approach for conditionally sampling the data. This approach
basically consisted of dividing the transducer array region into two sections using the pressure
sensed at the transducer located beneath the average shock position. This transducer, called the
center transducer, was identified by observing shadowgraph movies of the shock unsteadiness.
For each DV measurement location, the ensemble-averaged mean and standard deviation of the
pressure (Py, and Opw) were computed using the pressure data recorded from the center transducer.
Then, for each LDV measurement location, all LDV realizations having an associated pressure level
greater than Py + Gpw were collected and labeled as the "shock forward™ data set. Likewise, all
LDV realizations having an associated pressure level less than Py, - 0.50py were collected and
labeled as the "shock back” data set. Using this conditional sampling technique on the data from
both flowfields, Kussoy, et al. [36) reported the mean streamlines constructed from the ensemble-
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averaged velocity componeats, contours of the mean streamwise velocity, and the streamwise
distribution of the maximum turbulent kinetic energy (kmax) for all three data sets: the "shock
forward™ data set, the "shock back™ data set, and the data set constructed from enscmble-sveraging
all of the measurements. The authors pointed out that, although the recirculating core within the
region does move streamwise along the Cylinder, there is little change in the appearance
of the mean velocity field as the shock wave fluctuates between its upstream and downstream
iti The streamwise distributions of the maximum turbulent kinetic energy for both
show that the largest difference between the three data sets occurs in the intermitient

region over which the shock wave oscillates.

The conditional sampling technique, more accurately described as a conditional analysis
technique,usedmmecmntwakisbungmpmnwdindlefollowingmm. Two Kulite
Model XCS-062-15G pressure transducers have been mounted flush to the surface of the lower
M&u%&ﬁummwmm9 Emm%wlmmdl.ﬁs
wave motion. The to be studied will be selected by adjusting the stagnauon pressure of
the lower stream such that the two pressure transducers are positioned on either side of the average
separation shock location. The two time history traces, one trace created from cach of the two
pressure transducers during the course of a tunnel run, will be used to define the instantancous
location of the separation shock wave by implementing a two-threshold algorithm [37,38] designed
to determine whether the shock wave is upstream or downstream of each transducer. There are
three regions in which the shock could be located at any instant in time: the region upstream of
both pressure transducers, the region in between the two transducers, and the region downstream
of both transducers. LDV data acquisition from a TSI Model IFA 750 digital Doppler signal

is controlled using FIND software running on a Gateway 2000 personal computer,
which is an IBM-compatible 486 machine. By initializing acquisition of the LDV dam
simultaneously with the acquisition of data from the pressure transducers, the location of the
separation shock wave relative to the two pressure transducers can be determined for each LDV
realization because each velocity measurement also has an absolute time stamp, accurate to within
one microsecond, recorded at the time of acquisition. Thus, during data analysis, each LDV
measurement will be sorted according to the region in which the shock was located when the LDV
measurement was acquired. By comparing the ensemble-averaged flowfield quantities derived
from the LDV measurements taken while the separation shock was in the region between the two
wransducers with the ensemble-averaged flowfield quantities computed from all of the LDV
measurements, the effect of the unsteady separation shock wave motion on the mean velocity and
turbulent statistical data can be determined.

The data acquisition system for the pressure transducers is based around a Macintosh IIfx
computer equipped with 32 MBytes of RAM, a 160 MByte internal hard disk drive, a National
Insuments Model NB-A2000 Analog-to-Digital (A/D) converter, and a MicroNet Technology
Model SB-1000 external hard disk drive having a storage capacity of approximately 1 GByte. Data
acquisition via the A/D converter is controlied by a National Instruments Model NB-DMA2800
Direct Memory Access Interface Board. LabVIEW 2, an icon-based computer language written by
National Instruments, is used exclusively to acquire and analyze the pressure data. This data
acquisition system is capable of simultaneously sampling two channels at a rate of 166,667
samples/sec per channel for 8.5 minutes (longer than the blowdown time of the tunnel) before
overwriting the allocated memory buffer. Currently, LabVIEW programs based upon the two-
threshold algorithm [37,38] are being written to analyze the pressure data.

The conditional analysis technique outlined above will work in principle because the
frequency spectrum of the unsteady separation shock wave motion, although being broadband, is
centered around 1 kHz or less as shown in the power spectral density estimate of Figure 10. The
data used to create Figure 10 were taken with the pressure data acquisition system by sampling one

2

—




of the flush-mounted pressure transducers located in the intermittent region at a rate of 416,667

/ The resulting time history was then digitally low-pass filtered at 100 kHz and FFT
calculations using the m-mgmmmwmpafamdmuchdlnmmm
mdmofl&;&dnnpomu.'r_he wer density estimate is plotted as f-G(f)
versus f on linear-log axes [39] as shown in Figure 10.

Once the LabVIEW conditional analysis programs have been completed, acquisition of the
two-component conditionally sampled LDV data will commence. Results of these measurements
will be reported in detail in future publications.

CONCLUSIONS
The current paper describes an imen investigation of a PIBLS flowfield produced
by the interaction betweean two non; supersonic streams in the presence of a finite thickness

base. The purpose of the study is to gain a better understanding of the extent to which the fluid
dynamic mechanisms and interactions present in the PIBLS flowfield influence the turbulence
properties of the flow. A two-stream, supersonic wind tunnel, incorporating a two-dimensional
planar geometry and operating in the blowdown mode, was specifically designed to produce a
PIBLS flowfield. Puﬁminaryel?u-immtshavedemonsmwdthnmewindmnneliscmbleof
producing a wide range of PIBLS flowficlds by simply regulating the stagnation of the
lowersueamﬁetﬂow)rdaﬁvew?;:fpasm(ﬁeemﬂow).mm flowfield has
been chosen in which to conduct a detailed set of measurements. This flowficld has its scparation
point located about 65, upstream of the base corner. A detailed of this PIBLS flowfield is
underway using schlieren photography and shadowgraph pictures, streakline visualization,
surface static pressure measurements, and two-component, coincident LDV measurements.

Unfortunately, the separation shock wave associated with the PIBLS flowfields is
unsteady. The streamwise extent of the unsteadiness was estimated from schlieren observation to
be on the order of several boundary layer thicknesses. This unsteadiness poses a problem when
making LDV measurements because it is impossible to distinguish between velocity fluctuations
caused by the turbulent eddies and velocity fluctuations caused by the gross movement of the
separated region. Fortunately, this problem is not insurmountable. A conditional sampling
technique for acquiring and analyzing the LDV data is currently under development using surface
static pressure measurements taken from fast-response pressure transducers as a means of fracking
the separation shock wave motion. This technique effectively reduces the length scale of the
unsteadiness by eliminating from the data analysis any LDV measurements that are recorded when
the shock wave is outside the region confined between the two pressure transducers.

ACKNOWLEDGMENTS

The authors gratefully acknowledge the financial support of the U.S. Army Research
Office under Contract No. DAAL03-90-G-0021 with Dr. Thomas L. Doligalski as Contract
Monitor.




10.

11.

12.

13.

REFERENCES

Salmi, R. J., "Effects of Jet Billowing on Stability of Missile-Type Bodies at Mach 3.85,"
NASA TN D-284, June 1960.

Hinson, W. F. and Falanga, R. A., "Effect of Jet Pluming on the Static Stability of Cone-

g.‘géizndu-ﬁm Configurations at 8 Mach Number of 9.65," NASA TN D-1352, September

Goethert, B. H., "Base Flow Characteristics of Missiles with Cluster-Rocket Exhausts,”
Acrospace Engineering, Vol. 20, No. 3, March 1961, pp. 28-29, 108-117.

Alpinieri, L. J. and Adams, R. H., "Flow Separation Due to Jet Pluming,” AIAA Journal,
Vol. 4, No. 10, October 1966, pp. 1865-1866.

Deep, R. A., Henderson, J. H., and Brazzel, C. E., "Thrust on Missile Acrodynamics,”

lllge;xlm No. RD-TR-71-9, U.S. Army Missile Command, Redstone Arsenal, Alabama, May

James, C. R., "Acrodynamics of Rocket Plume Interactions at Supersonic Speeds,” AIAA
Paper No. 81-1905, AIAA Atmospheric Flight Mechanics Conference, Albuquerque, New
Mexico, August 1981.

Agrell, J. and White, R. A., "An Experimental Investigation of Supersonic Axisymmetric
Flow Over Boattails Containing a Centered Propulsive Jet," Technical Note AU-913, The
Acronautical Research Institute of Sweden (FFA), December 1974.

White, R. A. and Agrell, J., "Boattail and Base Pressure Prediction Including Flow
Separation for Afterbodies with a Centered Propulsive Jet and Supersonic External Flow at
Small Angles of Attack,”" AIAA Paper No. 77-958, AIAA/SAE 13th Propulsion
Conference, Orlando, Florida, July 1977.

Boggess, A. L., "An Investigation of the Unsteady Flow Associated with Plume-Induced
Flow Separation," Bureau of Enginecring Research Report No. 149-02, University of
Alabama, July 1972; also availabie as NASA CR-112218.

Doughty, J. O., "Effects of Periodic Plume Pulsing on the Flow Field Generated by Plume
Induced Flow Separation,” Bureau of Engineering Research Report No. 164-02, University
of Alabama, December 1973.

Doughty, J. O., "A Study of a Plume Induced Separation Shock Wave, Including Effects of
Periodic Plume Unsteadiness,” Bureau of Engineering Research Report No. 207-02,
University of Alabama, October 1976; also available as NASA CR-150170.

Agrell, J., "An Experimental Survey of a Separated Region on a Conical Afterbody in a
Supersonic Free Stream,” Report No. TN-AU-1187, The Aeronautical Research Institute of
Sweden (FFA), October 1978.

Agrell, J., "Wind Tunnel Investigation of Separated Flow Over an Afterbody in Supersonic
Axisymmetric Stream Utilizing One-Component Laser-Doppler-Velocimetry,” Technical
Note 1983-10, The Acronautical Research Institute of Sweden (FFA), 1983.




14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

Alber, L E. and Lees, L., "Integral Theory for Supersonic Turbulent Base Flows,” AIAA
July 1968, pp. 1343-1351.

g
[
z

Analysis of Base Pressure at Supersonic Velocities and Comparison
with i " NACA TN 2137, July 1950.

Korst, H. H,, Page, R. H., and Childs, M. E., "A Theory for Base Pressures in Transonic
and Supersonic Flow," ME Technical Note 392-2, Mechanical Engineering Department,
University of Illinois, March 1955.

Klineberg, J. M., Kubota, T., and Lees, L., "Theory of Exhaust-Plume / Boundary-Layer

Sl&ngracnon: at Supersonic Speeds,” AIAA Journal, Vol. 10, No. S, May 1972, pp. 581-

Fox, J. H. and Bauer, R. C., "Analytical Prediction of the Base Pressure Resultng from
Hot, Axisymmetric Jet Interaction in Supersonic Flow,"” AIAA No. 81-1898, AIAA
8th Atmospheric Flight Mechanics Conference, Albuquerque, New ico, August 1981.

Addy, A. L., "Plume-Induced Free-Stream Separation During Powered Supersonic Flight:
A Computer Program and Representative Results,” Report No. RD-72-20, U.S. Army
Missile Command, Redstone Arsenal, Alabama, December 1972.

Addy, A. L., Korst, H. H., White, R. A., and Walker, B. J., "A Study of Flow Separation
in the Base Region and Its Effects During Powered Flight,” AGARD Conference on
Acrodynamic Drag, CP-124, April 1973.

Wagner, B., "Jet-Afterbody Interference on Missiles in Supersonic Flow,” AGARD
Conference on Ramjets and Ramrockets for Military Applications, CP-307, October 1981.

Diewert, G. S., "Supersonic Axisymmetric Flow Over Boattails Containing a Centered
Propulsive Jet,” AJAA Joumal, Vol. 22, No. 10, October 1984, pp. 1358-1365.

Fox, J. H., "Predicting Plume-Induced Separation on Bluff-Base Bodies,” AIAA Paper No.
84-0315, AIAA 22nd Aerospace Sciences Mecting, Reno, Nevada, January 1984.

Deiwert, G. S., Andrews, A. E., and Nakahashi, K., "Theoretical Analysis of Aircraft
Afterbody Flows," AIAA Paper No. 84-1524, AIAA 17th Fluid Dynamics, Plasma
Dynamics, and Lasers Conference, Snowmass, Colorado, June 1984.

Sahu, J., "Computations of Supersonic Flow Over a Missile Afterbody Containing an

Exhaust Jet," Journal of Spacecraft and Rockets, Vol. 24. No. 5, September-October 1987,
pp- 403-410.

Korst, H. H. and Tripp, W., "The Pressure on a Blunt Trailing Edge Separating Two
Supersonic Two-Dimensional Air Streams of Different Mach Number and Stagnation
Pressure but Identical Stagnation Temperature,” Proceedings of the Fifth Midwestern
Conference on Fluid Mechanics, 1957, pp. 187-199.

Tripp, W., "The Base Pressure Behind a Blunt Trailing Edge for Supersonic Two-
Dimensional Flow; Approaching Streams Having the Same Stagnation Temperature but

10




31.

32.

33.

34.

35.

36.

37.

38.

39.

29.

30.

——

DunmihrMachNumhersandSngnmPlum Ph.D. Thesis, University of Illinois,
Urbana, Illinois, 1956.

AddyA.L. 'ExpcmnmanheaencalCauhnonofSupusocha-onBuermmfa
E"y“-n Afierbodies,” Journal of Aircraft. Vol. 7, No. 5, September-October 1970, pp.

Zukoski, E. E., "Turbulent Boundary-Layer ngnoanmmofaForwudFacmg
Step,” AIAA Joumnal, Vol. S, No. 10, October 1967, pp. 1746-1753

Buchanan, T. D., "Study of Flow Scpmnon on Missile by Jet Plume,” M.S. Thesis,
University of ’l‘enmsee, Tullahoma, Tennessee, August 1967.

Grammn.R.A and Dolling, D. S., "Intergrcnnonofs ion Lines from Surface
Tracers in a Shock-Induced Tmbulent Mmﬁiogs. No. 12, December
1987, pp. 1545-1546.

Jones, J. H., "Acoustic Environment Characteristics of the Space Shuttle,” NASA TM-X-

52876, Space Transportation System Technology Symposium, Volume 2: Dynamics and
Acroelasticity, July 1970, pp. 285-300.

Wilkinson, C. L., "Heat Transfer Within Plume-Induced Flow Separation Region of Saturn
5," Paper No. ASME-69-WA/HT-18, ASME Winter Annual Meeting, Los Angeles,
California, November 1969.

Raghunathan, S., Hall, D., and Mabey, D., "Alleviation of Shock Oscillations in Transonic
Flow by Passive Contmls." AIAA Paper No. 90-0046, AIAA 28th Acrospace Sciences
Meeting, Reno, Nevada, January 1990.

Kussoy, M. 1., Brown, J. D., Brown, J. L., Lockman, W. K., and Horstman, C. C,,
"Fluctuations and Massive Scparauon in Three-Dimensional Shock-Wave / Boundary-l..aycr
Interactions,” Second International Symposium on Transport Phenomena in Turbulent
Flows, Tokyo, Japan, October 1987.

Dolling, D. S. and Brusniak, L., "Separation Shock Motion in Fin, Cylinder and
Compression Ramp-Induced Turbulcnt Interactions,” AJAA Journal, Vol. 27, No. 6, June
1989, pp. 734-742.

Brusniak, L., "Evaluation of Conditional Sampling Methods for Analyzmg Separation
Shock Monon, AIAA Paper 88-0091, AIAA 26th Aerospace Sciences Meetng, Reno,
Nevada, January 1988.

Dolling, D. S. and Smith, D. R., "Unsteady Shock-Induced Turbulent Separation in Mach 5
Cylinder Interactions,” AIAA Paper No. 88-0305, AIAA 26th Acrospace Sciences Meetmg.
Reno, Nevada, January 1988.




Separstien Sheck
Separstien Line
—
<] e
Plame
M_>1
———

Plame-Induced

Figure 1. Typical PIBLS Phenomenon Occurring on a Missile

leneycomd Sereens

Figure 2. Cross Sectional View of the PIBLS Wind Tunnel
12




Figure 4. Typical Schlieren Photograph of PIBLS Flowfield
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Figure 5. Typical Shadowgraph of PIBLS Flowfield

N

Regiloa of
Iaterest

ANV

r'd
'd

sk n—n—J
Shocks
l
{
/

Figure 6. Region of Interest in PIBLS Flowfield

14




s Center Pastition
lle SidewWall

0.15

\\\nl“mhn

0.10°

Pressure Ratio (p/P)

i
i

1

i

i

i

1

i

Figure 7. S artace Coutour Potof the Mean Sutic Pressure Ficld |
i

i

i

1

i

i

1

i




Average separation

CENTER I
PARTITION

Twe Kulite fast-response
pressure transducers

Figure 9. Fast-Response Pressure Transducer Mounting Locations

2.510°

v
1K

g
o
b
W

LELELA!
o 4

—d
(&
)
U

f ;
f
pS

T vy v17rJyvrizy

G+ f (arbitrary units)

LB

T i —— =+
10 100 1000 10 10°
Frequency, f (Hz)

Figure 10. Power Spectral Density Estimate of the Pressure Signal in the Intermittent Region
16




APPENDIX A.11

STUDY OF THE NEAR-WAKE STRUCTURE OF A SUBSONIC
BASE CAVITY FLOWFIELD USING PIV

AIAA Paper No. 93-3040
Presented at the 24th AIAA Fluid Dynamics Meeting
Orlando, Florida
July 1993

by
M. J. Molezzi and J. C. Dutton




AIAA 93-3040
Study of the Near-Wake

Structure of a Subsonic Base

Cavity Flowfield Using PIV
M. J. Molezzi and J. C. Dutton
Dept. of Mechanical & Industrial Engineering

University of lllinois at Urbana-Champaign
Urbana, IL

AIAA 24th
Fluid Dynamics Conference
July 6-9, 1993 / Orlando, FL

IFor permission to copy or republish, contact the American Institute of Aeronautics and Astronautics
370 L'Enfant Promenade, S.W., Washington, D.C. 20024

_




—-—L

STUDY OF THE NEAR-WAKE STRUCTURE OF A
SUBSONIC BASE CAVITY FLOWFIELD USING PIV

M. J. Molezzi® and J. C. Dution®*
Department of Mechanical and Industrial Engineering
University of Ilinois at Urbana-Champaign
Urbana, IL 61801

Abstract

A new particle image velocimetry (PIV) system has
been used to study the near-wake structure of a two-
dimensional base in subsonic flow in order 10 determine
the fluid dynamic mechanisms of observed base drag
reduction in the presence of a base cavity. Experiments
were done over a range of freestream Mach numbers up
to 0.8, including local flowfield velocities over
300 m/s. Effects of the base cavity on the von Kirmén
vortex sireet wake were found to be related 10 the
expansion and diffusion of vortices near the cavity,
although the effects are of small magnitude and no
significant change in the vortex formation location or
path was observed. The base cavity effects are also less
significant at higher freestream velocities due to the
formation of vortices further downstream from the base.
The base cavity drag reduction was found to be mzinly
due to the displacement of the base surface 10 a location
upstream of the low-pressure wake vortices, with only a
slight modification in the vortex street itself.

Introduction

The separated flow past a two-dimensional body at
subsonic speed and large Reynolds number forms a
wake structure made up of alternately shed vortices
known as the von Kirmin vortex street. This
commonly occurring structure has been the subject of
numerous studies beginning with von Kérmén's first
theoretical analysis of vortex streets!. A significant
feature of this flowficld is the interaction of the low
pressure vortices in the near-wake with the downstream
surface or base of the body, inducing a net streamwise
pressure force on the body known as base drag. The
base drag is typically a significant component of total
drag, even for slender bodies with a finite thickness
base. For this reason, drag reduction methods based on
the modification of the vortex street have received much
attention.

One effective drag reduction method is the use of a
base cavity, which is the subject of this study. It has

been shown experimentally that the presence of a solid-
walled cavity in the base of a slender two-dimensional
body (see Fig. 1) increases the base
mmmm«mmwmmmof
& base cavity that have been experimentally observed
include an increase in vonex shedding frequency or
Strouhal number as compared 0 a blunt base4.5 and
limited base drag reduction for a cavity depth beyond
approximately half the base height.

The mechanism of drag reduction due to base
cavitics is as yet unclear, aithough several theories have
been proposed, all of which imply some modification of
vortex formation lncation and reduction in vortex
strength. The earliest pnbhshed base cavity
experiments were done by Nash et al.2 They proposed
that, although a vortex or eddy may not be completely
trapped by the cavity, the cavity does have a stabilizing
effect on standing eddics near the base, implying that
the vortices form at least partially within the cavng
where they are affected by the cavity walls. Pollock
performed experiments based on theoretical work by
Ringleb® who suggested that a stable vonex may be
trapped in a cavity, causing the wake to revert to a
steady flow. Pollock used a special asymmetric cusp-
shaped cavity which showed no advantage in drag
reduction over a rectangular cavity, in effect disproving
Ringleb's theory. In a study of resonance effects on
vortex shedding, Wood’ showed that resonance of the
base at the vortex shedding frequency causes vortex
formation within the cavity, while formation normally
occurs outside the cavity. He concluded that the drag
reduction observed for base cavities must be due to
some resonance or vibration in the flowfield, moving
the vortices into the cavity where the solid walls restrict
vortex growth and inhibit the strength of successive
vortices.

A study of axisymmetric base cavmes by
Compton® suggested that recirculation within the cavity
forms a co-flowing stream at the cavity edge which
interacts with the separated freestream, reducing the
vorticity of the separated shear layer. In a subsequent
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smdy of axisymmerric base cavities, Morel® suggested
that the co-flowing stream could be an important effect
in two-dimensional geometries as well. More recently,
Kruiswyk and Dution* used a combination of pressure
measurements and flow visualizaticn techniques to
conclude that, although vortex motion does not extend
into the cavity, oscillating air flow at the cavity
boundary increases fluid mixing in the near-wake,
thereby reducing vortex strength. Their results
concerning the change in base pressure and vortex
shedding frequency due to a base cavity are shown in
Table 1. The base cavity configuration was a
rectangular cavity with a streamwise depth equal to half
the base height. A base cavity with a depth of one full
base height was also used, but the results were similar
to the half base height cavity. The experimental
conditions used in the present study match those used
by Kruiswyk and Duuon® 1 facilitate comparison of
data. The results in Table 1 show an increase of 10 to
14% in the base pressure coefficient which is non-
dimensionalized by reference conditions in the flow just
prior to separation near the downstream edge of the
base. The relative increase in the Swrouhal number
(vortex shedding frequency) is less, although still
significant Another evident feature is that both effects
are largest a. ihe lowest freestream Mach number.

Two notable computational simulations of two-
dimensional base cavity flows have also been done.
Rudy!0 obtained laminar finite difference Navier-Stokes
solutions using base configurations and freestream
Mach numbers of 0.4 and 0.6 that maiched those of
Kruiswyk and Dutton4, although Rudy's simulations
used freestream Reynolds numbers (based on base
height) of 700 and 962 (significantly lower than the
experimental values). Clements and Maull® used an
inviscid discrete vortex method for simulations of their
experimental results. Rudy's results more accurately
predicted the experimentally measured base pressure
increase due to a cavity, but both simulations showed
vortex formation within the cavity and a decrease in
shedding frequency due to the cavity, which disagrees
with experimental results. Rudy concluded that the
observed increase in base pressure with a cavity was
mainly due to the physical displacement of the base
surface away from the low pressure vortices.

The work presented here will take advantage of both
the new results available from PIV and the extensive
experimental and computational data available from
Kruiswyk and Dution® and Rudy!©, respectively. The
ability to directly compare results from several
techniques for similar base geometries and flow
conditions will allow a thorough analysis of the effects
of a base cavity on the structure and properties of the

flowfield, leading to a beuter understanding of the
mechanisms of drag reduction,

Equipment

Test Section

Experiments for this study were performed in a
previously fabricated transonic wind wunnel (Fig. 2)
based on a design described by Little and Cubbage!!.
The tunnel has a 4" x4" (101.6 mm x 101.6 mm)
test section with solid side walls and slotted upper and
lower inner walls to relicve the blockage effect of
models in the subsonic 10 transonic speed range. Six-
inch diameter round windows are mounted in both
sidewalls to allow visualization of the downstream end
and near-wake of a base model. The tunnel is a
blowdown type supplied with compressed dry air from a
140 m3 tank farm at 120 psia. The base model (Fig.
3) consists of an interchangeable afterbody mounted on
8 wedge-shaped forebody. Trip wires are mounted on
the top and bottom surfaces near the upstream edge 0
assure an equilibrium wrbulent boundary layer ai
scparation. When mounted in the test section, the
upstream edge is located approximately 17" (432 mm)
downstream of the wind twunnel entrance with
approximately 0.75" (19 mm) of the downstream end of
the model visible through the side winduws. The
afterbodies used are a blunt base and a rectangular base
cavity with a depth of half the base height. The wind
tunnel and base models are the same as those used by
Kruiswyk and Dutton?.

Modifications have been made 1o the original wind
wnnel for the flow seeding and optical access necessary
for this study. Slot-shaped upper and lower windows
have been fabricated and installed in the outer tunnel
walls for access with a vertically propagating planar
laser sheet. The sheet passes through the lower window
and through one of the streamwise slots of the inner
wall 10 enter the test section. The arrangement of the
wall slots requires the position of the sheet to be 10
mm off the tunnel centerline in the spanwise direction,
but surface flow visualization on the base model and
laser Doppler velocimetry (LDV) data in the near-
wake12 indicate no significant variation of the flow
from centerline conditions. Delivery of silicone oil seed
for PIV is done by two TSI six-jet atomizers feeding a
single 3/4" O.D. wbe that enters the stagnation
chamber. Flow from the stagnation chamber passes
through a pair of screens (44 x 44 mesh screen with
57% open area) and enters an enclosure at the nozzle
entrance to reduce turbulence. The silicone oil seed is
then injected by a manifold tube with a series of holes
directed downstream and oriented in a transverse
(vertical) plane aligned with the illuminating laser
sheet. The flow then passes through a 2" long section




of honeycomb with a 3/16" cell diameter to further
reduce turbulent fluctuations. The seed injection is done
downstream of the screens due 10 experience with LDV
indicating that silicone oil droplets tend o build up on
screens, causing large drops 1o form and burst off which
bias velocity measurements. LDV data from the final
intensities of less than 1% at the freestream conditions
used in this study.

PIV System

To meet the objectives set forth for this study, data
were obiained with a non-intrusive velocity
measurement technique called particle image
velocimetry (PIV). PIV is performed by illuminating a
seeded flowfield with a planar laser sheet that is pulsed
at a known time interval, forming two or more
sequential images of each seed particle within the light
sheet (Fig. 4). The particle images are captured on film
or another medium, then the local image separations
and, therefore, velocities can be determined for the entire
plane. Unlike pointwise techniques such as LDV,
which provides statistical velocity data on a point-by-
point basis, PIV can quantitatively identify
instantancous flow structures that may be random in
nature but important to the overall behavior of the flow.
PIV also reveals planar views of three-dimensional flow
structures that are smeared by volume integration
inherent in techniques such as schlieren photography.
A deailed discussion of the design, development, and
validation of the PIV system used in this stndy can be
found in References 12 and 13; therefore, only a brief
discussion is given below.

The acquisition system refers to the equipment used
to obwain raw particle images from the test section
flowfield (see Fig. 5). This system captures double
images of each particle within the illuminated laser
sheet by using two Continuum YG681C-10 Nd:YAG
lasers equipped with frequency doubling crystals to
provide 2 maximum output energy of 550 mJ/puise at a
wavelength of 532 nm (green light) with a pulsewidth
of 4-6 ns. High-resolution black-and-white films are
very sensitive to green wavelengths and the high
visibility of the green light also simplifies alignment of
the two beams which is a critical factor in obtaining
double images of particles in the flow. Two separate
lasers are required since a single laser cannot generate
two distinct, equal energy pulses in the short time
interval required for high-speed flows (typically less
than 1 ps). The horizontally and vertically polarized
beams of the two lasers are combined by a polarized
beam splitter, then shaped by spherical and cylindrical
lenses to form a planar beam profile. Beam thickness
and width at the test section can be controlled by

adjustment of the beam shaping optics. The current
study used a beam thickness of 1.2 mm and width of
64 mm at the test section.

The phowgraphic recording of particle images is
done by 2 35 mm camera mounted on the same optical
table as the lasers and beam shaping optics. This
allows maintenance of the relative position of all
optical components for consistent alignment and focus.
This table is also mounted on vibration-isolated
supports to avoid the effects of laboratory vibrations.
The camera has a flat field 100 mm macro lens with
auto film wind and an electronic shutter for automaied
operation. Other features of the acquisition sysiem
include automated operation of the lasers, camera, and
test section seeding by means of an Apple Macintosh I
computer.

Derivation of velocity at each location in the
flowfield is done through a digital analysis of the PIV
photograph in a spot by spot fashion in an automated
process performed by an interrogation system. The
analysis technique used in the present PIV sysiem is
called the "autocorrelation method”. Each velocity
vector is determined from a small region of the flowfield
photograph containing multiple particle image pairs,
called an interrogation spot. Each spot is illuminated,
magnified, and viewed by a video camera. The video
image is then digitized into a two-dimensional array and
passed to an array processor on a host computer. Two
FFTs and other array operations are then performed to
obtain the two-dimensional autocorrelation function of
the original spot. The distance from the origin 10 a
peak in the autocorrelation function corresponds to the
separation distance of particle image pairs in the
original spot, which in tumn is proportional to the local
particle velocity. The array processor uses a centroidal
peak-finding routine to locate the three highest peaks in
the autocorrelation array. Multiple peaks are found
since the peak due to actual particle velocity is
sometimes not the highest, but can be determined by
later comparison of results with neighboring velocity
data. The three peak locations are stored and the process
is repeated for the next spot.

The size of the spot used for each individual
velocity vector determines the spatial resolution, i.c.,
the in-plane dimensions of the effective probe volume.
The data shown here were obtained using a uniform spot
size of 1 mm x 1 mm in the frame of reference of the
test section. The probe volume is therefore 1 mm by
1 mm ( size) by 1.2 mm (laser shect thickness) or
1.2 mm-. Velocity vectors were found on a grid with
an increment of 0.5 mm in each direction (overlapping
spots) to prevent biasing due to small scale motions in
the flowfield.




Validation experiments have been performed with
this PIV system using both simulations and high-speed
flow experiments, indicating 8 maximum total error in
raw PIV velocity measurements of less than 3%12.
Random crror makes up a significant portion of the
total, and is reduced by post-processing operations
performed on the data as described in the following
section.

Results and Discussion
Experimental Conditions

Experiments were initially performed with two base
configurations at three freestream velocity conditions,
resulting in six cases. Flow conditions for each case
were determined by running the test section without the
base model. The test section flow velocity was
measured as a function of wind tunnel stagnation
pressure, allowing the appropriate stagnation pressure (o
be determined for each desired freestream velocity
condition. This stagnation pressure was maintamned for
the corresponding experiments with the base model. A
summary of the flow conditions and base configurations
used in this study is shown in Table 2, including the
freestream Reynolds number based on freestream
velocity and base height and shorthand notations for
each case. As mentioned previously, these cases match
those used by Kruiswyk and Dutton? and the Mach 0.4
and 0.6 freestream conditions used by Rudyl® with
similar base configurations.

As expected from inviscid flow theory, the
measured velocity just outside the boundary layer at the
downstream edge of the base (reference Mach number in
Table 2) is greater than the associated freestream
velocity due to local compression of streamlines near
the body. The mean measured reference Mach numbers
for each case were found to match the reference Mach
numbers quoted by Kruiswyk and Dutton? for the
associated freestream conditions. The velocity data from
individual flowfield realizations showed some variation
from the desired reference velocities (maximum 9%) due
to the lack of tunnel control valve resolution at the
small stagnation pressures required and due to changes
in the stagnation temperature of the supply air from run
to run. A simple scaling factor was therefore applied to
the velocity data from each flowfield realization to
account for these variations.

Fifteen flowfield realizations were obtained for each
of the Mach 0.4 and Mach 0.6 cases listed.
Realizations were also obtained for each of the Mach
0.8 cases, but difficulties with seeding density in the
voriex street prevents the use of those cases in the
quantitative analysis presented here!2. Each individual
realization consists of an array of 6831 (99 x 69)
instantaneous velocity vectors with 0.5 mm spacing in

both the streamwise and transverse directions. By
defining the coordinate system as positive x in the
streamwise direction and positive y in the transverse
direction with the arigin at the center of the downstream
base edge, each realization covers the wake from x =
1mm to 50mm and from y = -17mm to 17 mm.
This region extends 3.3 base heights downstream of the
aft edge of the base.

Individusl Flowfield Realizations

An example raw velocity vector plot from a single
Mach 0.6 blunt base (M6b) realization is shown in Fig.
6. As noted in the figure, only every other vector from
the actual data set is plotied far the sake of clarity. The
raw PIV data shown have a limited number of invalid
vectors which have been removed. This is necessary in
the application of PIV since photographic
imperfections, lack of particle images at a particular
location, and other random factors cause a small
percentage of invalid measurements which must be
corrected during processing. This is done automatically
in software which scans the raw velocity ficld and uses
an algorithm requiring satisfaction of both absolute
velocity limits and velocity gradient limits in the
flowfield for acceptance of data. The raw velocity
r-alizations used in this study had anywhere from 92%
to 98% valid data which is comparable to reported PIV
data validation rates in the literature. The missing data
are then filled in from neighboring data by a two-
dimensional linear interpolation method!4. Finally, the
vector field is smoothed by convolution with a
Gaussian kernel4 1o eliminate random noise caused by
image imperfections, video noise, and other factors.
The kemnel convolution is the analog of a low-pass
digital filter, only in two dimensions. The resulting
smoothed velocity vector field corresponding to Fig. 6
is shown in Fig. 7. This step is crucial when spatial
differentiation is to be performed on the vector field to
derive quantities such as vorticity, since any high
frequency random error will be accentuated by

In order to analyze vortex location and strength, the
out-of-plane vorticity

oo (33

was computed for each flowfield realization. This was
done by central differencing of the original velocity data.
A color plot of vorticity with overlaid velocity vectors
corresponding to Figs. 6 and 7 is shown in Fig. 8.
These data present a new capability for quantitatively
analyzing separated compressible flow structure which
has to this point been impossible. One of the notable
features in Fig. 8, which holds for all realizations at all
experimental conditions, is the significant
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fragmentation of the vortices as they shed from the
scparated shear layers at the aft edge of the base. This is
indicative of the high level of boundary layer turbulence
prior to separation and its effect on the wrbulent
structure of the wake. This is confirmed by boundary
layer wrbulence intensity measurements of up 0 5%
using LDV12, and fast response pressure measurements
made in the wake by Kruiswyk and Dutton? which
showed a broad range of spectral density peaks along
with the surongest peak at the vortex shedding
frequency, indicating the superposition of the voriex
street on a random turbulent flowfield. Turbulence
energy is therefore transferred in the wake from the large
scale vortices to smaller scales, causing the gradual
breakdown of distinct vortices as they travel
downstream.

Vorticity Statistics

As mentioned earlier, previous theories regarding
the mechanism of base cavity drag reduction all hinge
on some modification of vortex stremgth and/or
position. For this reason, it is desirable to use the
vorticity data now available to examine vorex path and
strength, both with and without base cavities. Due to
the turbulent nature of the flowfield and the resulting
vortex fragmentation discussed previously, it is rather
difficult to select a particular location for each voriex in
an instantaneous realization. Therefore, a statistical
method was adopted to estimate vortex path and
strength. Due to the altemnate shedding of the wake
vortices, successive vortices have peak vorticity values,
®z, of alternating sign, causing the mean vorticity to
g0 to zero where the opposing vortex paths overlap.
Since only the vorticity magnitude is necessary for the
determination of vortex strength and path, it was decided
to derive the root mean square (RMS) vorticity for each
experimental case, which is defined at each flowfield
location (x, y) by

!

N 2
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N

where the index i represents each individual realization
for the experimental case of interest and N is the total
number of realizations, or 15.

The results for the M4b, Mdc, M6b, and M6c cases
are shown in Fig. 9. These plots show the region
within approximately one base height of the aft edge to
concentrate on the notable features. Although some
data scatter is present due to the wrbulence level and
limited ensemble size, these plots do reveal useful

information about cavity effects. One of the first
noticeable features is the presence of the free shear
layers at each separation point and their extension into
the wake. At a point less than half of a base height
downstream, they rapidly lose strength, indicating the
mean location at which free vortices break off into the
wake, or the voriex formation location. Lines have
been included on the plots w0 identify the mean shear
layer location, shape, and length. Each line was
determined by a curve fit to the peak vorticity values in
the shear layer, with the line terminating at the point
where the vorticity drops below 67% of the maximum
scale, or 67,000 s"! for the M4b and Md4c cases, and
100,000 5°! for the M6b and M6c cases. This allows a
relative comparison of the shear layer lengths between
all four cases.

Table 3 shows the average shear layer length and
the transverse separation distance of the shear layer
endpoints for each case shown in Fig. 9. Although the
average shear layer length is 0.6 mm shorter for the
Mé6c case than the M6b case, the difference of 0.1 mm
is not significant for the Mach 0.4 cases. The
asymmetry in the shear layers propagating from the
upper and lower base corners for a given case also
prevents drawing any firm conclusion of a change in
vortex formation location due to the cavity, although
wake static pressure data were used by Kruiswyk and
Dutton? to conclude that vortex formation occurs
further downstream due to the cavity for a Mach 0.4
freestream velocity.

Figure 9 does, however, reveal that the angle of
convergence of the shear layers toward the transverse
centerline appears steeper for the base cavity cases than
for the blunt base. There may also be a slight increase
in shear layer curvawre, although it is difficult to
determine conclusively. Increased shear layer curvature
would indicate a larger pressure gradient across the shear
layer, which would, in turn, imply that the cavity
causes lower mean static pressure in the region just
inside the shear layer and just past the separation paint.
However, this must be only a local effect confined near
the shear layer, since the cavity has been shown in
previous research to increase the mean pressure at the
base surface, which is upstream of the shear layers
inside the cavity.

Convergence of the shear layers causes the
transverse separation distance between the two shear
layers to be reduced at their endpoints (see Table 3),
explaining the increase in shedding frequency observed
by Kruiswyk and Dution? for the base cavity (scc Table
1). As stated by Fage and Johansen!3, the shedding
frequency in a vortex street is inversely proportional to
the separation distance of the shear layers in the wake.
When the shear layer separation is reduced in the base




cavity wake due to convergence, it follows that the
shedding frequency increases.

In examining the vortex path just downstream of
the shear layers, reduced vortex strength due to the base
cavity can be seen in Fig. 9 for both freestream Mach
numbers. In an effort to quantify this result, the
spatially averaged RMS vorticity was calculated for cach
case in Fig. 9 over a region extending between the two
shear layer endpoints (in the ransverse direction) and
extending from the longest shear layer endpoint to
7.5 mm downstream of that endpoint (in the
streamwise direction). This region was chosen to
uniformly cover the initial vortex path for each case.
The results are shown in Table 4. Although the data
scatter in Fig. 9 makes smali differences difficult to
determine visually, the data in Table 4 show that the
average RMS vorticity level is indeed reduced by the
cavity for both freestream Mach numbers, implying a
small decrease in voriex strength.

Finally, any effect of the base cavity on mean
voriex path is not clear from Fig. 9, although it is
evident that wrbulence causes the vortex path to be
somewhat random, since the RMS vorticity magnitude
peaks are widely scattered in the wake for all cases.

The effects of increasing Mach number on the shear
layers include a small increase in shear layer separation
(see Table 3) which seems to be caused by a reduction
in both the initial convergence angle and the curvature
of the shear layers, and can be attributed to increased
streamwise momentum in the fluid stream outside the
wake. The shear layers are also extended by
approximately 1 mm for the Mach 0.6 freestream cases
versus Mach 0.4, causing the vortex formation to occur
further downstream of the base edge. However, any
change in vortex path downstream of the shear layers
due to the increase in freestream velocity is not evident
from these data. Displacement of the voriex formation
location further downstream of the base would serve to
explain the reduced effectiveness of the cavity at higher
Mach number as shown by Kruiswyk and Dutton? (see
Table 1). As the vortices form further away from the
base at higher Mach number, their effect on the pressure
at the base surface is reduced, causing any modification
of the vortex strect due to the cavity to have less
relative effect on the base pressure.

Instantaneous Wake Structure

Further information on base cavity wake effects can
be obtained by comparing the instantaneous wake
structure for the blunt base and base cavity at a similar
point in the vortex shedding cycle. For each freestream
velocity condition, realizations were selected from the
two base configurations with closely matching vortex
locations in the near-wake. Velocity vector plots for

the best match from the M4b and M4c cases are shown
in Fig. 10, with plots from the M6b and Méc cases
shown in Fig. 11. As in Figs. 6-8, these velocity
vector plots show only every other vector in each
direction for the sake of clarity. It is evident from Figs.
10 and 11 that for each pair of realizations, the center
stagnation point of the first vortex downstream of the
basc matches to within 1 mm in each direction.

Each of these realizations, along with others not
shown here, indicates that the circulating region around
a fe'ly formed vortex entering the wake covers most of
the base height, which is confirmed by the resuits of
Kruiswyk and Dutton®. However, in both Figs. 10 and
11, a significant difference in the vortices due to the
cavity is evident. In the presence of the base cavity, the
circulating region around the fully formed vortex is
more extended in all directions, diffusing the vorex
motion over a larger region. Although velocity data are
available only t0 within 1 mm of the base boundary,
the vortex seems to extend partially into the cavity
boundary (see first column of vectors at x = 1 mm and
y = -7.5mm w 7.5 mm in Figs. 10 (b) and 11 (b)),
but the relatively small magnitude of this motion and
the distance of the vortex center from the cavity
precludes the vortex from being seriously inhibited by
the cavity walls. The extension of the vortices partially
into the cavity is confirmed by tuft visualization
experimeats done by Kruiswyk and Dutton®, which
showed that shor strands of lightweight thread hung at
the cavity boundary oscillated back and forth into the
cavity in the streamwise direction, with small
oscillations in the spanwise direction. However, surface
flow visualization experiments performed to determine
the interaction of the vortices with the inner walls of
the cavity indicated very little fluid motion on the walls
(i.c., very small cavity wall shear stress), even near the
cavity boundary. The RMS vorticity data obtained here
also show no evidence of vortex formation near the
cavity boundary (see Fig. 9), so it is not likely that the
vortices extend far enough into the cavity to be
seriously inhibited by the cavity walls.

Another feature of the vortex expansion shown in
Figs. 10 and 11 is that, with the base cavity, the
vortices extend far enough across the wake to affect the
opposing shear layer. For example, in Fig. 11 (b), the
fully formed vortex shed from the lower separation
point clearly interacts more strongly with the upper
shear layer than is the case for the blunt base in Fig. 11
(a).

To examine this interaction, the instantaneous
vorticity is plotted in Figs. 12 and 13 for cach of the
four realizations shown in Figs. 10 and 11. From these
plots, the shear layer position can be determined, and is
indicated by a line in the same manner as in Fig. 9.
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The fluid motion near the shear layers due 1o vortex
expansion across the wake is also shown with curved
arrows. One effect from interaction of the diffused
vortices with the opposing shear layers is a folding of
the shear layer region toward the transverse centerline.
For example, in Fig. 13 (b), the upper shear layer gains
transverse momentum towsard the centerline at locations
upstream of the vortex center. The subsequent increase
in shear layer curvature and convergence angle in the
arca upstream of the vortex center is clearly evident
from both base cavity plots (lower shear layer in Fig.
12 (b) and upper shear layer in Fig. 13 (b)). Evidence
of the vortex interaction with remnants of the shear
layer downstream of the vonex center is also apparent
with the corresponding motion away from the transverse
centerline.

Another effect of diffused vortex motion is that
increased vorticity in the area just inside of the shear
layers and just downstream of the separation point can
reduce the local pressure, thereby increasing the
curvature of the shear layer, an effect which was
discussed previously. However, increases in vorticity
magnitude near the shear layers which would be
associated with reduced pressure are not readily apparent
in Figs. 12 (b) and 13 (b).

The instantaneous flow structure data can also be
used for comparison to the numerical simulation of this
flowfield done by Rudyl®. This study used a time-
accurate simulation of the Navier-Stokes equations to
compute the laminar flow past base models similar to
those used in the present experiments, with the only
difference being in the transverse cavity height, which is
equal 10 90% of the total base height in the simulations
and 80% of the base height in the present experiments.
As previously mentioned, the simulations were done for
freestream Mach numbers of 0.4 and 0.6 and at
relatively low freestream Reynolds numbeas (based on
freestream velocity and base height) of 700 and 962 for
Mach 0.4 and Mach 0.6, respectively.

Instantaneous vorticity plots have been selected
from the Mach 0.6 simulations that most closely match
the stage of voriex development indicated by the
experimental results shown in Fig. 13. The
simulations corresponding to the M6b and Mé6c
experimental cases are shown in Figs. 14 (a) and (b). In
comparing these plots to Figs. 13 (a) and (b), it can be
seen that there are some significant differences in the
vortex structure. The lack of turbulence in the
simulations and the resultant discrepancy from the
experimental wake structure (lack of small-scale
turbulence and vortex fragmentation) are evident The
simulations also show that the vortices are elongated for
both the blunt and cavity configurations, especially for
the base cavity where the vortex stretches in the

streamwise direction as it expands into the cavity,
causing vortex motion far into the cavity. Additional
data from Rudy!© also show distinct vortices forming
near the cavity boundary at the ransverse center of the
wake. Although the PIV data do not extend into the
cavity, the scale of the fluid motion at the boundary and
the vortex formation location indicated by the
experiments do not support these results. Rudy
recognized the limitations of his computations and
suggested future studses o include both higher Reynolds
numbers and turbulence modeling t0 more accurately
predict experimental resuits under typical Reynolds

Conclusions and Summary

Analysis of the time-resolved flowfield structure in
the turbulent separated wake of a base cavity has been
made possible by implementation of a new particle
image velocimetry (PIV) system. The data obtuained
have shed light on the effects of the base cavity and on
the mechanism by which it reduces base drag.

The evidence presented indicates that the most
prominent effects of a base cavity on the vortex street
wake are the increased convergence of the separated shear
layers from each base corner toward the transverse wake
centerline and the diffusion of vortex motion due to the
expansion of individual vortices partially into the cavity
and across the near-wake. The diffusion of the vortices,
in turn, reduces their swrength by approximately 4% to
6%, aithough the vortices do not form further upstream
due to the cavity and are not significantly inhibited by
the cavity walls. These effects are scen at both
freestream conditions examined here. It is also evident
that the effects are less significant at higher freestream
velocities due to the extension of the separated shear
layers and the movement of the vortex formation
location further downstream of the aft edge of the base,
thereby reducing the effect of the cavity on the vortices.
These specific wake structure effects provide the
information necessary for determination of the drag
reduction mechanisms of base cavities.

The apparent mechanism of the observed base
cavity wake modifications depends on the replacement
of the solid boundary of the blunt base with the
compliant fluid boundary of the base cavity. This
compliant boundary allows greater expansion of vortex
motion and a resulting small increase in shear layer
convergence toward the transverse centeriine due to the
interaction of each vortex on the upstream part of the
opposite shear layer. However, the vortex formation
location does not occur any closer to the aft edge of the
base for the cavity case. These results refute the
theories of Nash et al.2, Pollock3, Ringleb®, and
Wood’, all of which assume that the vortices are




somechow trapped or siabilized by interactior with the
inner walls of the cavity. The suggestion by
Compton® and Morel® that a co-flowing sream sheds
from the cavity wall is partially valid in that there is
some momentary outflow from one edge of the cavity
when vortex motion partially extends into the cavity,
but the magnitude of the motion seems to be generally
very smail and too short-lived to affect the general
vorticity level in the shear layer prior to vortex
formation. This conclusion is confirmed by the surface
flow experiments of Kruiswyk and Dutton* which
indicate little or no fluid motion on the inner walls of
the cavity. The proposal by Kruiswyk and Dutton? that
periodic fluid mixing at the cavity boundary is
responsible for a reduction in vortex strength is closest
10 being in agreement with the present results, since
some mixing must occur as each vortex partly exiends
into the cavity, although the reduction in vortex
strength is small.

Aside from the mechanisms of wake modification,
one must consider the mechanism of the base pressure
increase and subsequent drag reduction due to base
cavities. It is tue that the effects described above
modify and slightly weaken the vortex street, which, in
turn, should slightly increase the pressure in the
vicinity of the vortices in the near-wake. However, the
wake structure changes are relatively small and the
vortex formation location and path are not significantly
modified. Without a significant change in the strength
or location of the vortices in the near-wake due to the
base cavity, it seems that the most significant factor
affecting the base pressure is the physical displacement
of the base surface within the cavity to a position
upstream of the wake, where it does not interact with
the low pressure vortices. This is the conclusion drawn
by Rudy!0, although his numerical simulations showed
the vortices extending far into the cavity with
corresponding effects on the wake structure.

in summary, the drag reduction mechanism of a
base cavity in subsonic flow is the physical
displacement of the base surface away from the vorex
street wake, which is only slightly modified by the
presence of the cavity.
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Table 1 Base pressure and shedding frequency effects due to base cavity
(taken from Kruiswyk and Dutton)

& ]
Freestream Frees. .m Base Pressure Coefficient (Cp) Stouhal No. (St)
Mach No. (M..) Reynoi~ - No. (Re..) Increase, % Increase, %
04 1.36 x 10° 14.1 6.53
0.6 1.82 x 10° 9.8 3.65

Table 2 Experimental conditions

Freestream Reference Base Freestream
Mach No. (M..) Mach No. (Mref) Configuration Reynolds No. (Re..) Notation
0.4 0.49 blunt 1.36 x 10° M4b
0.4 0.49 half-height cavity 1.36 x 10° M4c
0.6 0.74 blunt 1.82 x 105 M6b
0.6 0.74 half-height cavity 1.82 x 10° Méc
0.8 0.88 blunt 2.09 x 105 MSb
0.8 0.88 half’-height cavity 2.09 x 10° M&c

Table 3 Base flow shear layer length and separation

Madb 6.9 - 13.0 -
Mdc 6.8 14 12.5 38
M6b 8.0 A — 135 -

Table 4 Base flow near-wake vortex streangth

Experimental Spatially Averaged RMS Vorticity Cavity
Case s} % Change
M4b 42590 -
Mdc - 40890 40
M6b 66120 -
Méc 62490 ’ -5.5
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Fig. 14

(a)

Navier-Stokes

(b)

numerical solution vorticity contours, taken from Rudy”’
(a) Méb (b) Méc
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AN EXPERIMENTAL INVESTIGATION OF THE SUPERSONIC
AXISYMMETRIC BASE FLOW BEHIND A
CYLINDRICAL AFTERBODY
J. L. Herrin, M.S. Thesis
Department of Mechanical and Industrial Engineering
University of Illinois at Urbana-Champaign
ABSTRACT
An experimental investigation has been conducted to study the flowfield behind a blunt-
based circular cylinder aligned with a supersonic freestream. The experiments have been
conducted in a newly designed axisymmetric wind tunnel facility at a nominal approach Mach
number of 2.5. A cylindrical sting aligned with the axis of the wind tunnel provided the physical
support for the bases and afterbodies. Qualitative flowfield information was obtained with spark-
schlieren photography and surface oil visualization. Mean wall static pressure measurements were
made across the base and along the sting parallel to the wind tunnel axis. A two-component laser
Doppler velocimeter (LDV) system was used to document the mean and turbulent velocity fields
near the shear layer reattachment point. In addition, the nozzle approach flowfield including the
sting boundary layer profile was measured with a one-component LDV configuration. The base
pressure measurements indicated only a small dependence on radial location with an average base
pressure coefficient of -0.102. Interference waves generated at the junction of the nozzle exit and
test section were found to have a large effect on the base pressure profile at certain operating
conditions but could be eliminated by proper operation of the tunnel. The shear layer reattachment
point was found to lie 1.4 base diameters downstream of the base plane. The entire region
surrounding the reattachment point was characterized by large turbulence intensities and steep

radial velocity gradients.
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DESIGN AND VALIDATION OF AN INTERROGATION SYSTEM FOR
PARTICLE IMAGE VELOCIMETRY

R. A. Rosner, M.S. Thesis
Department of Mechanical and Industrial Engineering
University of lllinois at Urbana-Champaign
ABSTRACT

A particle image velocimetry (PIV) system has been developed for use as a non-intrusive
laser diagnostic tool to complement laser Doppler velocimetry (LDV) in high speed (transonic and
supersonic) wind tunnel studies. The PIV system is capable of extracting instantaneous two-
dimensional velocity maps within a flow by recording double images of seed particles on
photographic film and then examining the local displacement of particle images to determine
velocity vectors. The image acquisition system uses two high power pulsed Nd:YAG lasers
focused into a thin light sheet to illuminate seed particles for recording on either 35 mm or 4" x 5"
format film, with control of seeders, lasers, and the camera shutter performed by a Macintosh 11
computer. Interrogation of the double-exposed photographs to extract velocity information is done
on an image processing system based on a 50 MHz Macintosh workstation, a HeNe laser film
illumination source, automated positioners to handle the film, and a CCD array camera. The
design of the acquisition system, including special considerations for PIV in high speed flows, is
discussed. The theory and design of the interrogation system is described in detail. Finally,

results from the cases use4 to validate and demonstrate the PIV system are presented.
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DEVELOPMENT AND APPLICATION OF PARTICLE IMAGE VELOCIMETRY
IN HIGH-SPEED SEPARATED FLOW: TWO-DIMENSIONAL BASE CAVITIES

M. J. Molezzi, Ph.D. Thesis
Department of Mechanical and Industrial Engineering
University of Illinois at Urbana-Champaign
ABSTRACT

A new particle image velocimetry (PIV) system has been developed to obtain two-
dimensional instantaneous velocity data over a planar region in high-speed separated flows for the
quantitative analysis of turbulent and unsteady flow structures. This PIV system is the first of its
type to incorporate sub-micron seed particles and birefringent image shifting for the resolution of
flow velocity in separated regions. The system was also developed with improved in-plane spatial
resolution over previous high-speed flow PIV applications by using a 1.0 mm? interrogation
region (in flowfield dimensions) for each independent velocity measurement. The system has been
proven in preliminary experiments using a simple low-speed round jet flow and has been validated
for accuracy with both known-displacement simulated PIV photographs and uniform flow
experiments at Mach 0.5 (170 m/s) for comparison to pressure and laser Doppler velocimeter
(LDV) data.

The PIV system was also used in a study of the near-wake structure of a two-dimensional
base in subsonic flow. This application was chosen in order to determine the fluid dynamic
mechanism of the observed base drag reduction in the presence of a base cavity. Experiments were
done over a range of freestream Mach numbers up to 0.8, including local flowfield veiocities up to
300 m/s. Effects of the base cavity on the von Kdrmdn vortex street wake were found to be related
to the expansion and diffusion of vortices near the cavity, although the effects are of small
magnitude and no significant change of the vortex formation location or path was observed. The
base cavity effects are also less significant at higher freestream velocities due to the formation of
vortices further downstream from the base. The base cavity drag rcduction was found to be mainly
due to the displacement of the base surface to a location upstream of the low-pressure wake

vortices, with only a slight modification in the vortex street itself.
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ABSTRACT

An experimental investigation of the near-wake flowfield downstream of blunt-based
axisymmetric bodies in supersonic flow has been conducted. Using a blowdown-type wind tunnel
designed specifically for this purpose, experiments were conducted at a nominal approach Mach
number of 2.5 and a unit Reynolds number of 51 (10%) per meter. Two different axisymmetric
afterbodies were examined in the study: a circular cylinder was used as a baseline configuration,
and a conical boattailed afterbody with a boattail angle of five degrees and a boattail length of one
afterbody radius was used to investigate the effects of afterbody boattailing on the fluid dynamic
processes in the near-wake. Neither afterbody contained a central jet so that the base flowfield in
unpowered, supersonic flight was simulated. The primary objective of the research program was
to enhance the understanding of the fluid dynamic processes inherent to axisymmetric base flows
by obtaining and analyzing detailed, non-intrusive experimental data including flow visualization
photographs, static pressure measurements, and mean velocity and turbulence data throughout the
near-wake. Of special significance in the current research is the detailed turbulence information
obtained with laser Doppler velocimetry (LDV) since these data are virtually nonexistent in
supersonic base flows and provide new insight into the physics of these complex flows. In
addition, the present data form a substantial data base which can be used to advance and improve
theoretical and numerical base flow modeling techniques.

The static pressure measurements on the base and afterbody of each model indicate a
relatively constant pressure across the base with the addition of the boattail resulting in a decrease
in the base drag coefficient of 16% from the baseline cylindrical afterbody. The net afterbody drag
coefficient (boattail + base contributions) was reduced by 21% which shows the usefulness of
afterbody boattailing as a practical method to reduce afterbody drag in supersonic, axisymmetric

flow. The mean velocity and turbulence fields in the near-wake of each afterbody were




investigated with LDV. In general, the near-wake flowfield can be characterized by large
turbulence levels in the separated shear layer, relatively large reverse velocities in the recirculation
region, and gradual recompression/realignment processes as the shear layer converges on the axis
of symmetry. The shear layer development was found to be dependent on the conditions
immediately downstream of the base corner separation point (upstream history effect).
Furthermore, the centered expansion at the base corner reduced the turbulence levels in the outer
region of the shear layer relative to the approach boundary layer but enhanced the mixing and
entrainment along the fluid-fluid interface between the shear layer and the recirculating region
which results in large turbulence levels along the inner edge of the shear layer. The shear layer
growth rate is initially large due to substantial mass entrainment from the recirculation region near
the inner edge, but further downstream, a self-similar state is reached where growth rates are
significantly reduced. In general, the effects of afterbody boattailing on the near-wake flowfield
include a weaker expansion at the base corner separation point (less distortion of the shear layer
and reduced turbulence production near the inner edge), reduced turbulence intensity and Reynolds
shear stress levels throughout the near-wake (reduced mass entrainment along the length of the

shear layer resulting in a higher base pressure), and a mean velocity field which is qualitatively

similar to that of the cylindrical afterbody.




